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Gravitational instability during the evolution of the Universe formed a large scale filamentary structure, known as the cosmic web. Baryons embedded in this cosmic web constitute the intergalactic medium (IGM) with hydrogen making up around 76% of its total mass. A large fraction of the baryons are kept in a highly ionised state by an ultraviolet (UV) background field. High resolution spectra of quasars (QSOs) reveal a vast amount of absorption features blue-ward of the QSO’s Lyman-α emission line: the HI Lyman-α forest. The Lyα forest traces the filamentary cosmic web, where a small remaining fraction of neutral hydrogen (HI) in the filaments produces all the absorption. The Lyα forest thus provides an unique method to constrain the history of the cosmic web. However due to the high ionisation state of the IGM, the formation history of the cosmic web can only be inferred with a detailed knowledge of the UV background, requiring the usage of both observations and simulations.

In the first part of this thesis we wish to characterise the formation of the structure giving rise to the Lyα forest. We thus derive the Lyα absorber number density evolution and the differential column density distribution. The number density evolution of high column density absorbers reveal a yet unknown dip in the number density at around $z \sim 2.1$. We further show, that this depression in the absorber number density is directly connected to a dip in the differential column density distribution at $N_{\text{HI}} > 10^{14} \text{ cm}^{-2}$. This is most likely related to the high star-formation rate at $z \sim 2$.

A small number of absorbers in the Lyα forest stem from ionic metal lines, indicating that some parts of the gas causing the Lyα forest have been metal enriched. In this thesis we investigate the statistical properties of enriched hydrogen absorbers. Further, we constrain the volume averaged $N_{\text{HI}} - N_{\text{CIV}}$ relation, which shows a constant relation between the two constituents at high $N_{\text{HI}}$. However, we find that the $N_{\text{HI}} - N_{\text{CIV}}$ relation drops off steeply at $N_{\text{HI}} \sim 10^{15.2} \text{ cm}^{-2}$. This indicates that the IGM around galaxies is only metal enriched up to a characteristic radius. We argue that these findings are similar to results of simulated density-metallicity relations. These observations help to provide constraints on the coupling between galaxies and their environment.

In the second part of this thesis, we focus on solving the 3D radiative transfer equation numerically. In recent years, solving the 3D radiative transfer has become a new exciting field in numerical cosmology. We have developed a method of adapting the cosmological radiative transfer code CRASH2 for distributed memory clusters. We show that the resulting parallel MPI application pCRASH2 performs and scales well, enabling the simulation of complex and large problems with high resolution.

In the third part of this thesis, we model the QSO line of sight proximity effect using radiative transfer in a cosmological context. Due to the UV radiation emitted by QSOs, the hydrogen ionisation fraction increases in their vicinity. This proximity effect can be used to determine the UV background flux. With simulations, we confirm the assumption
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of geometrical dilution used in analytical formulations of the effect. Furthermore, we find a relation between the environmental density fluctuations and the proximity effect signal. The density fluctuations of the cosmic web are responsible for a large scatter in measurements of the proximity effect signal derived from Lyα forest spectra. The scatter is found to increase with decreasing redshift and decreases with increased QSO luminosity. Furthermore, we find that the distribution of normalised optical depths, resembles a log-normal distribution at large distances from the QSO. However the distribution becomes increasingly skewed when approaching the QSO. The proximity effect strength is found to be weakly correlated with the host halo mass, and tightly correlated with the mean density in the large scale environment of a QSO host. If a large scale overdensity is present inside a sphere of $10 \, h^{-1} \text{Mpc}$ comoving radius, we show that the proximity effect strength decreases, resulting in an overestimation of the UV background flux. We quantify the dependence of this bias on the QSO luminosity, the host halo mass, and the redshift. These results will help to correct this environmental bias.
Zusammenfassung


Mit Hilfe von hochaufgelösten Spektren des Lyα-Waldes werden im ersten Teil dieser Arbeit die Entwicklung der Lyα-Absorberanzahldichte und der differentiellen Säulendichteverteilung abgeleitet. Die Entwicklung der Absorberanzahldichte von Systemen mit hoher Säulendichte zeigt einen bisher unbekannten Abfall in der Anzahldichte bei $z \sim 2.1$. Darüber hinaus wird gezeigt, dass dieser Abfall direkt mit einem Abfall der differentiellen Säulendichteverteilung bei Säulendichten $N_{\text{HI}} > 10^{14}$ cm$^{-2}$ zusammenhängt. Dies könnte auf die hohe Sternezugrundsatzrate bei $z \sim 2$ zurückzuführen sein.

Ein kleiner Teil der Absorptionslinien im Lyα-Wald stammt von hoch ionisierten Metallilinen, was darauf hinweist, dass der Lyα-Walde partiell mit Metallen angereichert ist. In dieser Arbeit werden verschiedene statistische Eigenschaften von solchen assoziierten Absorbern bestimmt. Es wird die volumengemittelte $N_{\text{HI}} - N_{\text{CIV}}$-Relation untersucht. Das Verhältnis der beiden Ionisationsstufen ist bei hohen Säulendichten etwa konstant, fällt aber bei einer Säulendichte von $N_{\text{HI}} \sim 10^{15.2}$ cm$^{-2}$ steil ab. Dieses Verhalten deutet darauf hin, dass das IGM nur bis zu einem charakteristischen Radius rund um die Galaxien mit Metallen angereichert ist. Die beobachtete $N_{\text{HI}} - N_{\text{CIV}}$-Relation gleicht den Resultaten von simulierten volumengemittelten Dichte-Metallizitätsrelationen und liefert somit Anhaltspunkte zur Physik der Kopplung von Galaxien an ihre Umgebung.
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In this chapter we give a brief overview of the Universe’s evolution. We focus on its ionisation history and describe how the change of the initially neutral Universe to a completely ionised one occurred. In this introduction only a broad overview is given. More detailed introductions to the various topics of this thesis are given individually in each chapter.

1.1. Structure formation in the cosmological framework of $\Lambda$CDM

According to the widely accepted $\Lambda$CDM cosmological model, the history of the Universe is thought to have started around $13.75 \pm 0.11$ Gyr ago. During this time, the fascinating story of our Universe unfolded up to the present day. The various chapters of this story represent the many metamorphoses the Universe lived through, such as the era of nucleosynthesis, the era of recombination, the dark ages, the era of reionisation, and the era of galaxy formation. Surprisingly, the main actor in large parts of this story is not the matter we deal with in everyday live. According to the $\Lambda$CDM model, the structure we find today in the Universe would not exist without Cold Dark Matter (CDM, from now on referred to as dark matter or DM) and dark energy (expressed through a cosmological constant $\Lambda$ in the Einstein field equation, which describe the coupling between the geometry of spacetime with matter and energy).

The possible existence of some form of unobserved and thus dark matter was first proposed by Zwicky (1933) and Zwicky (1937) to account for the large velocity dispersion in the Coma galaxy cluster. The discrepancy between the mass needed to account for the high velocity dispersions observed in clusters and the mass derived from the observable luminous matter is not confined to the Coma cluster, but has been observed in various other clusters as well (e.g. Merritt 1987, Carlberg et al. 1997). However not only galaxy clusters show signs of unaccounted for mass. Also the rotation curves of galaxies show indications of missing mass. In the outskirts of galaxies the rotations curves do not follow the Keplerian law which would dictate a decrease in rotation velocity with larger galactocentric radii. Instead the rotation curves stay constant (Volders 1959, Rubin & Ford 1970, van Albada et al. 1985, de Blok & Bosma 2002), which indicates the presence of large amounts of unobserved mass at large radii. Further evidence for a dark matter component is found in observations of gravitational lenses (e.g. Clowe et al. 2004) and the observed galaxy cluster temperatures derived from X-ray emission (e.g. White et al. 1993, Evrard et al. 1996).
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However when the total energy content of the Universe is inferred today, one finds that dark matter together with the baryonic matter only make up for 27% of the total energy \(\text{Jarosik et al. 2011}\). The remaining 74% are assumed to stem from a cosmological constant \(\Lambda\), which is also known as dark energy \(\text{Carroll 2001}\). This dark energy is responsible for an accelerated expansion of the Universe at \(z \lesssim 1\), which is also observationally established through distance measurements of galaxies using supernovae as standard candles \(\text{Colgate 1979 Amanullah et al. 2010}\). The assumed existence of dark energy, dark matter, and the observed flatness of space are the three main constituents of the \(\Lambda\)CDM model.

The story of the Universe started with the big bang which left our Universe in a very hot and dense state. The young Universe expanded rapidly \(\text{Peebles 1993}\). While the Universe expanded, it also cooled down and with decreasing temperature electrons, protons, and neutrons formed. While this plasma further cooled, deuterium and helium nuclei assembled. However the temperature of the Universe was still high enough, so that the electrons were kept separated from the hydrogen, deuterium and helium nuclei by collisions. At this early stage, around 75% of the baryonic matter were hydrogen and 25% were helium with traces of deuterium and other slightly more massive atoms \(\text{Kolb & Turner 1990 Tytler et al. 2000}\). More massive atoms, e.g. such as carbon, nitrogen, and oxygen, had not yet been formed.

As the Universe cooled further to \(T \approx 3000\) K, the collisions between matter and photons ceased, the photons decoupled from the plasma and the electrons recombined with the atom nuclei. This last scattering of the photons occurred at a redshift of \(z \approx 1100\). The Universe was transparent from then on and photons from the last scattering surface were able to travel basically unobstructed through space. Today these photons are observed as the cosmic microwave background (CMB) \(\text{Penzias & Wilson 1965 Mather et al. 1994 Jarosik et al. 2011}\) and the best measurement has been obtained by the WMAP satellite. Higher resolution maps of the CMB will be obtained in the near future with results from the PLANCK mission.

Observations of the CMB show, that matter was distributed almost homogeneously at a redshift of \(z \approx 1100\). Only small fluctuations in relation to the mean density of \(\rho/\bar{\rho} \sim 10^{-5}\) were present in the early Universe \(\text{de Bernardis et al. 2000 Hanany et al. 2000}\). These fluctuations later evolved due to gravitational collapse into the structure we observe today. After the photons decoupled from the matter, the Universe entered what came to be known as the dark ages, since not a single star had formed yet. For the time between \(z = 1100\) and \(z \approx 30\) \(\text{Loeb & Barkana 2001}\) the perturbations in the matter density grew more and more and eventually collapsed to the first luminous objects in the Universe.

In \(\Lambda\)CDM, the evolution of the Universe after the last scattering is fully characterised by the primordial power spectrum of Gaussian density fluctuations, the mean matter density, and the initial temperature, density and molecular composition of the baryonic gas. The evolution of the Universe as such is further expressed through the expansion factor \(a(t) = (1 + z)^{-1}\). The expansion factor itself is given by the Hubble parameter \(H(t) = \dot{a}/a\). From the Einstein field equation it is possible to obtain the Friedman

\[ \text{http://map.gsfc.nasa.gov/} \]
\[ \text{http://sci.esa.int/planck} \]
1.1. Structure formation in the cosmological framework of $\Lambda$CDM

The expansion history of the flat Universe (e.g. Peacock 1999) is described by the Hubble constant:

$$H^2 = H_0^2 (\Omega_r a^{-4} + \Omega_m a^{-3} + \Omega_\Lambda)$$

where $\Omega_i$ = $\rho_i / \rho_c$, and $\rho_c$ denotes the critical density which characterizes the density that is required for the Universe to be spatially flat. The following energy density parameters are derived from the CMB according to the WMAP 7 results: the baryon density parameter $\Omega_b = 0.0456 \pm 0.0016$, the dark matter density parameter $\Omega_c = 0.227 \pm 0.014$, and the dark energy density parameter $\Omega_\Lambda = 0.728^{+0.015}_{-0.016}$.

Any structure in the dark matter distribution of the Universe shows three stages during its evolution, as has already been predicted by Zel’dovich (1970) and Shandarin & Zel’dovich (1989). A perturbation first collapses along its shortest axis into a sheet like structure, also known as Zel’dovich pancake. Then the structure further collapses along the second axis to form a filament, and then further collapses to form a compact clump of matter known as halo. All these different structures make up the so-called cosmic web.

In order to follow this evolution not only in isolation, but in a more realistic environment with tidal forces acting between the different structures, numerical simulations are needed. Starting out from the initial conditions obtained from the CMB measurements, such simulations are able to trace the evolution of the Universe forward in time (e.g. Springel et al. 2005; Gottlöber et al. 2010) and reveal the formation of a fine web of filaments and sheets. The success story of the $\Lambda$CDM model is based in parts on the agreement between these numerical results and the wealth of observed properties of this cosmic web, such as the distribution of galaxies (e.g. Hawkins et al. 2003), which is successfully regained with simulations (e.g. Cole et al. 1998; Benson et al. 2001). Numerical simulations thus provide the field of cosmology and galaxy formation a laboratory to explore many different physical processes involved in the formation of galaxies and eventually stars.

The baryonic component from which the first stars and eventually galaxies formed, predominantly follows the evolution of the dark matter. A close relation between the two components exists as long as an equilibrium configuration between the baryonic gas pressure and the gravitational forces develops. However, as has been shown by Jeans (1928), a cloud of gas becomes gravitationally unstable if the free-fall time is less than the sound-crossing time. The internal gas pressure is then unable to act against gravitational collapse. A cloud with an overdensity $\delta = \rho / \bar{\rho}$, where $\rho$ is the matter density and the barred quantity its cosmic mean, becomes gravitationally unstable if the cloud’s matter content (dark matter plus baryons) is more massive than the Jeans mass

$$M_J \approx 6 \times 10^7 M_\odot \delta^{-1/2} \left( \frac{T}{10^4 K} \right)^{3/2} \left( \frac{1 + z}{10} \right)^{-3/2} \left( \frac{\mu}{1.22} \right)^{-3/2} \left( \frac{\Omega_m h^2}{0.13} \right)^{-1/2}$$

(e.g. Loeb 2006). Here $T$ is the gas temperature, $\mu$ is the mean molecular mass in units of hydrogen mass and $h$ is the Hubble parameter $h = H_0/100$ km/s/Mpc. Eq. 1.1 is only valid for an ideal gas and a spherical symmetric cloud. However Eq. 1.1 can also be used as a good approximation for non spherical clouds.

Whenever a cloud of gas reached the Jeans mass, it collapsed. The first bound objects formed through this process are thought to be the first objects to have emitted light
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after the last scattering and thus ended the dark ages (e.g. Loeb & Barkana 2001). The collapse is stopped as soon as the gas pressure is again large enough to prevent further collapse (Couchman & Rees 1986; Haiman & Loeb 1997; Ostriker & Gnedin 1996). These first small objects formed the building blocks of ΛCDM hierarchical structure formation, which started, depending on the model parameters, at around $z \approx 30$ (e.g. Wise & Abel 2008). Subsequently large objects formed in ΛCDM through accretion and merging of smaller objects (e.g. Peebles 1993; Peacock 1999; Mo et al. 2010).

1.2. From first stars to a transparent Universe

The first filaments and halos that formed during the dark ages are thought to have been the nurseries of the first stars. In this weblike structure, stars 100 to 1000 times heavier than the Sun have formed and eventually ended the dark ages by lighting up the Universe (e.g. Yoshida et al. 2003). From CMB polarisation measurements, the formation of the first stars must have happened between $z \sim 30$ and $z \sim 10$ (Page et al. 2007).

Stars are only able to form in cold and dense gas clouds, requiring a coolant to cool the gas in a cloud to around $T \sim 200$ K (Bromm et al. 2002; Abel et al. 2002). Since the gas that formed the first stars lacked any metals that could act as coolant, the only possible mechanism to remove excess energy from the gas was through molecular hydrogen. In order for this process to work, enough molecular hydrogen needed to be available primordially. Molecular hydrogen had to be sufficiently abundant such that the cooling time scale in the cloud became smaller than the free-fall time scale, a necessary condition for star formation (Rees & Ostriker 1977; Silk 1977). The cooling time for a $(3-4)\sigma$ peak in the primordial density field is smaller than the free-fall time for a gas with a molecular hydrogen fraction larger than $10^{-4}$ and a temperature larger than $T \sim 10^3$ K (e.g. Bromm & Larson 2004). Molecular hydrogen could only cool primordial gas with $T < 10^4$ K through radiative de-excitation of collisionally excited molecular hydrogen. The first stars that formed in the Universe through this process are known as Population III (Pop III) stars.

The radiation produced by these Pop III stars however dissociated molecular hydrogen in the Lyman-Werner band (e.g. Glover & Brand 2001), thus depleting gas that might have formed new stars at a later time from its coolant. This mechanism quenches the formation of stars after the first stars have appeared (Haiman et al. 1997). The first stars however already formed metals, which could then act as coolant for star formation if the metals are transported back into the surrounding medium (e.g. through supernovae). For this mechanism to work, the gas needed to be enriched up to a metallicity of around $Z \sim 10^{-4}$ $Z_\odot$ (Schneider et al. 2002).

The rate with which the primordial gas was enriched depends largely on the masses of the Pop III stars and the way they ended their lifetime (e.g. Ciardi & Ferrara 2005). Stars with masses of $10 \lesssim M \lesssim 30 M_\odot$ perished in supernova explosions, which ejected gas into the stars’ surrounding and enriched it with metals. Stars with masses of $30 \lesssim M \lesssim 140 M_\odot$ and $M \gtrsim 260 M_\odot$ directly collapsed to a black hole, swallowing most of the stellar material. These stars did not return any metals that formed in the process to its surroundings but may instead have been the progenitors of supermassive black holes in the centre of galaxies. Stars with masses of $140 \lesssim M \lesssim 260 M_\odot$ however
were good candidates for enriching the primordial medium. They are thought to have ended in pair-instability supernovae which completely disrupted the whole star, leaving no remnant. Thus all the star’s gas is transported into its surrounding (e.g. Heger & Woosley 2002). Pair-instability supernovae provided an efficient metal enrichment process in the early Universe (e.g. Bromm et al. 2009). The metal enriched gas was then able to form stars again through metal cooling, gradually forming the building blocks of the first galaxies (Bromm & Larson 2004).

Ultra violet (UV) photons originating in these first objects started to ionise their surrounding inter galactic medium (IGM), which started the era of reionisation. The first galaxies and stars eventually carved out ever-growing H\text{II} regions out of the neutral IGM. The ionisation fronts of these H\text{II} regions propagated faster in regions with low density than in dense regions, causing underdense regions to become ionised faster. During this initial stage, the H\text{II} regions of these individual sources were separated by the remaining neutral hydrogen. The H\text{II} regions continued to grow as long as the source produced UV photons, until an equilibrium between photoionisation and recombination was reached (Strömgren 1939). At some stage the large individual H\text{II} regions started to overlap and merged to one large H\text{II} region (e.g. Gnedin 2000; Iliev et al. 2006; Trac & Cen 2007; McQuinn et al. 2007; Baek et al. 2009). Now the expansion of these compound H\text{II} regions were not driven by one source anymore, but by all the sources enclosed in the compound H\text{II} region. This sudden increase in the number of available UV photons accelerated the reionisation of the Universe, and the remaining neutral regions became quickly ionised. Only clumps which were dense enough to self-shield themselves from the UV radiation remained neutral. However even these neutral pockets were gradually ionised by the combined UV radiation of all the sources in the Universe (e.g. Barkana & Loeb 2001).

Reionisation thus started out in patches where enough dense material was available to form the first galaxies. The first phase of reionisation thus proceeded in an inside out fashion, and after the overlap of H\text{II} regions reionisation changed into an outside in process, gradually ionising the remaining clumps of neutral gas. Reionisation ended when most of the Universe’s hydrogen became ionised and the UV radiation of all the sources combined into one UV background flux field. Simulations of reionisation predict the Universe to have become completely ionised at a redshift around $z \approx 6 – 8$ (e.g. Ciardi et al. 2000; Miralda-Escudé et al. 2000; Iliev et al. 2006; Zahn et al. 2007; Shin et al. 2008; Lee et al. 2008).

Unfortunately modelling the evolution of reionisation is susceptible to weakly constrained parameters. Present day models all depend strongly on the evolution of the UV emitting sources responsible for reionisation. One large uncertainty is the stellar initial mass function during the era of reionisation which might differ from what is observed today (Larson 2003; Schneider et al. 2006). The ionisation history is found to be strongly dependent on the initial mass function and the type of sources responsible for reionisation. Due to these uncertainties, reionisation might even have ended at redshifts larger than $z \gtrsim 7$ (Ciardi et al. 2003; Wyithe & Cen 2007).

Another very uncertain parameter which is important in modelling reionisation is the number of UV photons actually escaping the object that produced them. The precise value of this escape factor depends on the amount and distribution of dust in the galaxy and is still under heavy debate. The escape fraction is found to range from
1. Introduction

$f_{\text{esc}} \lesssim 0.1$ up to $f_{\text{esc}} \sim 0.8$ (e.g. Gnedin et al. 2008, Wise & Cen 2009, Razoumov & Sommer-Larsen 2010, Yajima et al. 2010). Next generation radio interferometers such as LOFAR$^3$, MWA$^4$ and SKA$^5$ will be able to shed light on the era of reionisation and provide direct measurements of reionisation’s topology. This will help to eliminate some of these uncertainties, completing the picture of early star and galaxy formation.

Observationally, the only constraints for the era of reionisation available today are obtained through CMB polarisation measurements and the spectra of high-redshift quasars (QSO). From the WMAP polarisation data it is possible to measure the Thomson scattering optical depth of CMB photons $\tau_e = 0.087 \pm 0.014$ (Jarosik et al. 2011). Assuming an instantaneous reionisation model (Page et al. 2007) the reionisation redshift can be derived from the Thomson scattering optical depth. The latest WMAP 7 results indicate a reionisation redshift of $z = 10.4 \pm 1.2$. One drawback of this method however is that reionisation is most likely not an instantaneous process, but evolves in patches with regions showing faster reionisation than others.

Another method of constraining the reionisation redshift is, as mentioned, to look at spectra of high-redshift QSOs and to see, whether the transmission spectra blueward of the QSO’s Lyman-α emission line is completely absorbed by neutral hydrogen or not. Already a tiny amount of neutral hydrogen produces large optical depths for Lyman-α photons, which leads to the Gunn-Peterson optical depth

$$\tau_{\text{GP}} = \frac{\pi e^2}{m_e c} f_e \frac{\lambda_{\alpha}}{H(z)} n_{\text{H}1}$$  

(Gunn & Peterson 1965), where $m_e$ is the electron mass, $c$ the speed of light, $f_e = 0.41641$ denotes the oscillator strength of the H I Lyα transition, $\lambda_{\alpha}$ is the wavelength of the Lyα transition, $H(z)$ is the Hubble parameter at redshift $z$, and $n_{\text{H}1}$ denotes the number density of neutral hydrogen. For neutral hydrogen one thus obtains

$$\tau_{\text{GP,H}1}(z) = 3.99 \times 10^5 \left(\frac{1 + z}{7}\right)^{3/2} x_{\text{H}1} (1 + \delta_{\text{H}})$$  

(Shull et al. 2010), where $x_{\text{H}1}$ is the neutral hydrogen fraction and $\delta_{\text{H}}$ denotes the hydrogen density normalised to the cosmic mean hydrogen density. Assuming that the Lyα absorption seen in QSO spectra becomes saturated for optical depths $\tau \gg 10$, a region with a low hydrogen density of $1 + \delta_{\text{H}} = 0.1$ would already show saturated Lyα absorption at $z = 6$ with a small neutral fraction of $x_{\text{H}1} \approx 10^{-4}$. Hydrogen Lyα absorption is thus sensitive to the slightest traces of neutral hydrogen. Larger neutral fractions can be probed however with the Lyβ and Lyγ transition. Due to their smaller oscillator strengths and wavelengths, the Lyβ transition is about 6 times less sensitive to neutral hydrogen, and Lyγ almost 18 times less sensitive, hence providing better constraints on the evolution of neutral hydrogen at the end of reionisation.

From QSO spectra, Songaila (2004) observed an increase in the Lyα optical depth and with this an increase in neutral hydrogen at $z > 5$. They further find that the
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transmission flux of their QSO sample approaches zero flux for $z > 5.5$. Spectra of SDSS quasars reveal large saturated regions blueward of the QSO’s Ly$\alpha$ emission line at $z \approx 6$ (for a compilation of $z \sim 6$ QSO spectra, see Fan et al. (2006a)). For $z > 6$ the volume averaged hydrogen neutral fraction is found to rapidly increase to $x_{\text{HI}} = 10^{-3.5}$ or larger (Lidz et al. 2002; Cen & McDonald 2002; Fan et al. 2002, 2006b). All these observations provide indications that the era of reionisation ended at around $z \sim 6$.

1.3. The evolution of the ionised IGM after reionisation

After reionisation ended and most of the matter in the Universe was ionised, the Universe was kept in this state by the integrated UV field produced by all the galaxies and QSOs (Madau 1995; Haardt & Madau 1996; Madau et al. 1999; Bianchi et al. 2001; Faucher-Giguère et al. 2009). This UV background (UVB) is a combination of photons originating in QSOs, which are the dominant contributors at $z \sim 3$, and star forming galaxies. Due to the high ionisation state of the IGM, the mean free paths for UV photons are extremely large and UV photons can pass through the IGM almost unobstructed (e.g. Miralda-Escudé et al. 2000). At $z = 6$ the UV photon mean free path in the IGM lies around proper $10 - 15$ $h^{-1}$ Mpc (Gnedin 2000; Meiksin & White 2004). At lower redshifts, the IGM become more and more ionised and the mean free path rises to about proper $60 - 90$ $h^{-1}$ Mpc (Meiksin & White 2004; Faucher-Giguère et al. 2008a).

The UV background was not uniform in space, but fluctuated in intensity depending on the environment (Maselli & Ferrara 2005; Furlanetto 2009; Mesinger & Furlanetto 2009). Just after reionisation ended, the fluctuations were strong and became less pronounced at lower redshifts. The UV background flux is higher in overdense locations, where many UV producing sources are clustered together. In underdense regions, where the density of UV sources is low, the UV background flux is lower than in the mean. The strength of these fluctuations is dependent on the mean free path. When the mean free path is short, the fluctuations are enhanced due to the absorption of the UV radiation stemming from the sources. If the mean free path is large, photons travel larger distances and smooth the fluctuations out. As a result the background becomes more homogeneous. Right after reionisation the UVB is found to have fluctuated up to a factor of three around the mean flux (Mesinger & Furlanetto 2009). Due to the ever increasing ionisation state of the IGM, fluctuations in the photoionisation rate are found to have decreased down to 30% for H$\text{I}$ and 60% for He$\text{II}$ at redshifts around $z \sim 3$ (Maselli & Ferrara 2005). The fluctuations in the He$\text{II}$ photoionisation rate are due to the fact, that at $z = 3$ helium was not yet as highly (doubly) ionised as hydrogen. Helium was thus not yet completely reionised at the redshift of hydrogen reionisation but only became highly ionised at later times.

Not only was hydrogen ionised during reionisation, also the 25% helium were ionised to become singly ionised helium (He$\text{II}$). The He$\text{II}$ regions were comparable in size to the H$\text{II}$ regions, since the He$\text{I}$ photoionisation rate was similar to the one of H$\text{I}$. However the photoionisation cross section for He$\text{II}$ is much smaller than for He$\text{I}$. Therefore, only a small fraction of helium was doubly ionised at the end of hydrogen reionisation. In order to ionise He$\text{II}$ efficiently, hard UV photons are needed. Pop III stars may not have produced enough hard UV photons to have effectively ionised He$\text{II}$ (Venkatesan et al. 2008a).
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It is still debated though, whether helium was reionised by hard energetic photons stemming from QSOs, or whether enough soft photons with energies around the Lyman edge were available from star forming galaxies to complete He\textsc{ii} reionisation (e.g. Bolton et al. 2009). However He\textsc{iii} recombines $5 \sim 6$ times faster than H\textsc{ii} (e.g. Osterbrock & Ferland 2006), which means that a large amount of hard UV photons are needed to keep helium doubly ionised, favouring AGNs as the dominant source of He\textsc{ii} reionisation. If QSOs were the main driver for He\textsc{ii} reionisation, the maximum of the QSO space density at $z \sim 3$ (e.g. Warren et al. 1994; Wolf et al. 2003; Croom et al. 2009) implies that He\textsc{ii} was efficiently ionised at around that redshift. Thus He\textsc{ii} reionisation may have ended then. Observationally the ionisation history is accessible through He\textsc{ii} absorption spectra. Similar to the hydrogen case, the He\textsc{ii} optical depth can be determined through the amount of saturated absorption in the He\textsc{ii} forest (e.g. Reimers et al. 1997; Shull et al. 2010). He\textsc{ii} absorption however probes $50 \sim 100$ times higher ion abundance fractions than H\textsc{i}. This means that only an He\textsc{ii} fraction of $x_{\text{He\textsc{ii}}} \sim 10^{-2}$ is needed at $z = 3$ for an absorber with a density of $1 + \delta = 0.1$ to saturate He\textsc{ii} Ly\textsc{a} absorption (Shull et al. 2010). Observational and theoretical constraints indicate that He\textsc{ii} reionisation must have indeed ended between $2.7 \lesssim z \lesssim 4$ (Miralda-Escudé et al. 2000; McQuinn et al. 2009; Furlanetto & Dixon 2010; Becker et al. 2011; Syphers et al. 2011).

The history of neutral hydrogen becomes observationally accessible through high redshift QSO spectra. High resolution spectra of high redshift QSOs show a wealth of absorption lines blueward of the QSO’s Ly\textsc{a} emission line. This forest of H\textsc{i} absorption lines is known as the Ly\textsc{a} forest (Rauch 1998) and is produced by neutral hydrogen located between the observer and the QSO. As the light emitted blueward of the QSO’s Ly\textsc{a} emission line travels towards the observer, it is redshifted. Whenever there is intervening neutral hydrogen and photons are redshifted towards the wavelength of the Ly\textsc{a} resonance line, photons are scattered out of the line of sight (e.g. Lynds 1971; Sargent et al. 1980). This thus gives rise to a Ly\textsc{a} absorption line at the corresponding redshift of the intervening H\textsc{i} gas. It has been shown, that the H\textsc{i} absorption in the Ly\textsc{a} forest traces the cosmic web and that the intervening absorption systems correspond to filaments and sheets (e.g. Petitjean et al. 1995; Bi & Davidsen 1997; Gaerin 1998b; Davé et al. 1999). This fact has been established by generating H\textsc{i} Ly\textsc{a} forest spectra from simulated matter density distributions and comparing statistical properties of simulated spectra, such as the absorber density evolution or the distribution function of the absorber line widths, with the observed ones (e.g. Miralda-Escudé et al. 1996; Hernquist et al. 1996). For generating Ly\textsc{a} spectra however, the ionisation state of the IGM needs to be known, which is determined by the UV background photoionisation rate (e.g. Hui et al. 1997). Good measurements of the UV background are thus needed in order to compare the simulations with observations (e.g. Bolton et al. 2005; Faucher-Giguère et al. 2008a; Dall’Aglio et al. 2008a; Calverley et al. 2010). Nevertheless, the Ly\textsc{a} forest is a powerful tool to probe and constrain the formation of structure in the Universe. For instance it is possible to derive constraints for the baryonic matter density $\Omega_b h^2$ (Rauch et al. 1997b) from the Ly\textsc{a} forest or the equation of state of dark energy (Kujat et al. 2002; Viel et al. 2003).

The shape of absorbers in the Ly\textsc{a} forest resemble Voigt profiles. The Voigt profile describes the line profile of an absorber which is Doppler and Lorentzian broadened (e.g. Unsöld 1955; Tepper-Garcia 2006). The Voigt profile is characterised by the column
density $N$ of the absorber and the $b$-parameter. The $b$-parameter is a measure of the velocity dispersion in the absorber and parameterises the broadening of the line. This leads to the observationally motivated categorisation of Ly$\alpha$ forest absorbers into three categories. H$\text{I}$ absorbers with a column density of $12 < \log N_{\text{H}\text{I}} < 17.2$ cm$^{-2}$ are considered to be Ly$\alpha$ forest absorbers. Systems with column densities of $17.2 < \log N_{\text{H}\text{I}} < 20.2$ cm$^{-2}$ are optically thick to ionising radiation and are known as Lyman limit systems. For higher column density systems which are mostly neutral, Lorentzian damping wings appear in the absorption line profile and are thus generally referred to as damped Ly$\alpha$ systems (e.g. Rauch[1998]). Damped Ly$\alpha$ systems have been shown to probe protogalactic clumps (Haehnelt et al. [1998]) and provide constraints on the formation and evolution of galaxies (e.g. Wolfe et al. [2005]).

Since Ly$\alpha$ forest lines are thought to trace the cosmic web, it is common to derive statistical properties from the observed Ly$\alpha$ forest and compare them with cosmological simulations of structure formation (e.g. Hui et al. [1997]). Two distinct methods are used to analyse the Ly$\alpha$ forest: Voigt profile fitting of Ly$\alpha$ absorption lines (e.g. Kim et al. [2001]) and pixel statistics (e.g. Schaye et al. [2003]). In a Voigt profile analysis, the Ly$\alpha$ absorbers are decomposed into multiple Voigt profiles until the model spectrum matches the observed one. Due to line blending, the result is degenerate and many different combinations of Voigt profiles may lead to the same result. The Voigt profile fitting analysis however has the advantage that physical quantities of the absorber are measured, such as the redshift, column density and the velocity dispersion. For a Voigt profile fitting analysis, high resolution spectra are needed. The problem of degeneracy does not exist in the pixel statistics method. There, each pixel in the spectra is treated on its own which makes the method ideal for low resolution spectra. With a Voigt profile fitting analysis, one can, for instance, infer the absorber number density evolution (e.g. Kim et al. [2001]) or, when metal lines are present, one can calculate metallicities in the IGM (e.g. Ellison et al. [2000]; Songaila [2001]). Pixel statistics method on the other hand provide for instance the evolution of the mean optical depth or the power spectrum (e.g. Gnedin & Hamilton [2002]).

A small fraction of absorption lines in the Ly$\alpha$ forest is not produced by intervening H$\text{I}$ but belongs to highly ionised metal ions such as triply ionised carbon C$\text{IV}$, triply ionised silicon Si$\text{IV}$, or five times ionised oxygen O$\text{VI}$ (e.g. Norris et al. [1983]; Lu [1991]; Songaila & Cowie [1996]; Adelberger et al. [2003]). Roughly half of all H$\text{I}$ absorber with a column density of $N_{\text{H}\text{I}} = 3 \times 10^{14}$ cm$^{-2}$ show associated C$\text{IV}$ with a metallicity of $\sim 10^{-2} Z_\odot$ at $z = 3$ (Cowie et al. [1995]; Tytler et al. [1995]; Songaila & Cowie [1996]).

How the IGM was metal enriched is still under debate. It may be that the IGM was already metal enriched early on in the history of the Universe by the first stars. Metals that formed in these first objects can be distributed over large cosmological volumes by supernovae (e.g. Madau et al. [2001]) thus enriching large volumes of the IGM. An indication for this would be, if H$\text{I}$ absorbers of all column densities show associated metal absorption lines. In this picture, different metal absorber probe different density regimes, depending on their ionisation state (Rauch et al. [1997a]). Another process to enrich the IGM suggests that metals which formed in galaxies are transported out into the IGM. This can be achieved either with strong galactic winds (e.g. Aguirre et al. [2001b]; Oppenheimer & Davé [2006]) or through ejection of gas in galaxy mergers (Gnedin [1998a]). Any enrichment process that would deposit metals only in the filamentary
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structure of the cosmic web and leave the remaining volume of the Universe pristine, should manifest itself in a drop of metallicity at the characteristic H\textsubscript{i} column densities of filaments, log \(N_{\text{H}\textsubscript{i}}\) \(\sim 14\) (Rauch 1998). Observationally such a drop has not yet been established. Thus, the exact nature and the evolution of the enrichment process can only be determined with good observational data giving strong constraints on the evolution of the metal absorbers. Recent observations of the C\textsc{iv} mass density showing an increase in the C\textsc{iv} mass density with decreasing redshift suggest, that current galactic feedback models are still missing a crucial component, in order to describe the observed evolution (D’Odorico et al. 2010). We will look into the metal enriched IGM in more detail in chapters 2 and 3.

1.4. Thesis outline

In this thesis I study two different properties of the Ly\(\alpha\) forest using observations and simulations. Using observed spectra of high-redshift QSOs I characterise the C\textsc{iv} enriched Ly\(\alpha\) forest. This helps to answer the question of how much of the IGM is metal enriched and what the properties of C\textsc{iv} enriched H\textsubscript{i} absorbers are. Furthermore, using radiative transfer simulations, the QSO line of sight proximity effect which is used to derive the UVB photoionisation rate is studied. It is assessed how these measurements are influenced by various physical effects, such as radiative transfer effects or the influence of large scale density inhomogeneities.

In chapter 2 the volume averaged H\textsubscript{i} and C\textsc{iv} column densities for C\textsc{iv} absorption systems is determined, using 17 high-redshift and high resolution QSO spectra. Observations of the C\textsc{iv} optical depth as a function of H\textsubscript{i} optical depth using pixel statistics indicate a linear relation between the two quantities (e.g. Schaye et al. 2003). I study whether this holds as well when relating the H\textsubscript{i} system column density with the C\textsc{iv} column density. Numerical simulations of the IGM metal enrichment however predict a drop in volume averaged metallicity at characteristic H\textsubscript{i} densities (e.g. Aguirre et al. 2001b; Springel & Hernquist 2003). They further predict that no strong correlation between the metallicity and the H\textsubscript{i} density exists for densities above the characteristic drop-off density. With the observations this behaviour is assessed, which helps to constrain future numerical simulations of IGM metal enrichment (e.g. Tesari et al. 2010) and may help to improve galaxy feedback models.

In chapter 3 measurements of the Ly\(\alpha\) forest absorber number density evolution and the differential column density distribution are updated, again using the high-redshift and high resolution QSO spectra already used in chapter 2. Especially the depression in the differential column density distribution (see Petitjean et al. 1993) is studied. The sample size is large enough, to derive the combined number density evolution and study the evolution of the differential column density distribution in three redshift bins. From the combined sample a dip in the number density evolution of high column density systems is seen at \(z \sim 2\). This dip is also connected to the depression in the differential column density distribution above \(\log N_{\text{H}\textsubscript{i}} \sim 14\). Further, the absorber sample is divided into C\textsc{iv} enriched and unenriched absorbers, and the number density evolution and the column density distribution function are derived for each sample individually. It is found, that the number of highly ionised C\textsc{iv} systems (strong C\textsc{iv} systems which are associated
to low column density H\textsc{i} systems) increases with decreasing redshift. Further it is found, that C\textsc{iv} enriched H\textsc{i} systems show a different slope in the column density distribution, than the unenriched ones. Thus distinct characteristics of C\textsc{iv} enriched and unenriched systems are obtained.

In chapter 4 I develop a numerical scheme to parallelise the cosmological radiative transfer code \textsc{CRASH2} (Maselli et al. 2003, 2009). This enables the simulation of complex high-resolution radiative transfer problems, such as reionisation or the physical characteristics of the UV background flux. The \textsc{CRASH2} Monte-Carlo ray tracing scheme is adopted to run on distributed memory computer clusters (a complete description of the \textsc{CRASH} code is given in chapter A). The new parallel code, \textsc{pCRASH2}, is tested thoroughly and its performance is evaluated. The new parallel version is shown to perform well and is perfectly suited to study complex problems with large box sizes, which require photons produced by many sources to be followed with high precision.

In chapter 5 I model the QSO line of sight proximity effect using cosmological simulations in connection with detailed 3D radiative transfer simulations. The proximity effect is used to measure the UV background flux at intermediate redshifts of $2 < z < 6$ (e.g. Dall’Aglio et al. 2008a). However results obtained with the proximity effect method differ systematically from results obtained with the independent flux transmission statistics method (e.g. Bolton et al. 2005; Faucher-Giguère et al. 2008a). The major assumptions in the widely used analytical formulation of the proximity effect (Bajtlik et al. 1988; Liske & Williger 2001) are tested and confirmed with radiative transfer simulations. Further the influence of the local QSO host environment on the proximity effect signal is explored. For this results for a QSO contained in the most massive halo, in a random filament, and in a random void are obtained. Additionally the influence of the QSO’s luminosity on the proximity effect signal is studied. Indications are found, that the results are biased by large scale overdensities, which have been shown by Faucher-Giguère et al. (2008b) to influence the determination of the UV background photoionisation rate. This effect is discussed in more details in the chapter 6.

In chapter 6 I revisit the QSO line of sight proximity effect and study the influence of large scale density structures on the proximity effect signal. Using a high resolution cosmological simulation, the dependency of the proximity effect strength parameter on the host halo mass is explored in three halo mass bins. Further the dependency of the strength parameter on the mean density around the host in a sphere of $10\ h^{-1}\ \text{Mpc}$ comoving radius is derived. A large scatter between the various halos is observed. However a dependence of the strength parameter on the halo mass cannot be confirmed. Nevertheless the proximity effect strength parameter is shown to be clearly correlated with the mean density around the host. Large scale overdensities are found to reduce the proximity effect’s strength, while large scale underdense regions increase its strength.

I summarise and conclude the results obtained in this thesis in chapter 7.
Triply ionised carbon associated with the Ly$\alpha$ forest at $2 < z < 3.5$

Numerical simulations of the chemical enrichment in the intergalactic medium (IGM) predicted the volume averaged relation between the gas density and its metallicity. In this chapter, we want to establish a similar relation from Ly$\alpha$ forest observations. In observations the gas density can be inferred from the column density of Ly$\alpha$ forest hydrogen absorbers $N_{\text{HI}}$. Further the metallicity of the IGM is traced by the column density of forest metal absorbers, such as triply-ionised carbon $N_{\text{CIV}}$. Using a sample of 17 high-redshift and high resolution QSO spectra taken from the ESO VLT UVES archive, a good coverage of the Ly$\alpha$ forest between $2 < z < 3.5$ is obtained. The Ly$\alpha$ forest has been analysed using a Voigt profile analysis. For each line of sight, all the available $\text{H}_1$ lines and metal lines were fitted with Voigt profiles and a robust estimate of the absorber’s column densities is obtained. The volume averaged $N_{\text{HI}}$ and $N_{\text{CIV}}$ are determined for each $\text{CIV}$ system, where a system is defined as a $\pm 250$ km s$^{-1}$ velocity interval centred on the $\text{CIV}$ flux minimum. From the Voigt profile analysis we obtain the $N_{\text{HI}} - N_{\text{CIV}}$ relation, which is similar to the numerically predicted density-metallicity relation. The $N_{\text{HI}} - N_{\text{CIV}}$ relation is characterised by a sharp drop in $\text{CIV}$ column density at $N_{\text{HI},\text{drop}} \sim 10^{15.2}$ cm$^{-2}$. Further, larger $\text{H}_1$ column densities $N_{\text{CIV}}$ only weakly relate to $N_{\text{CIV}}$. The shape of the observed $N_{\text{HI}} - N_{\text{CIV}}$ relation suggests that the forest may not be metal-enriched below a hydrogen column density of $N_{\text{HI}} \leq 10^{14}$ cm$^{-2}$. We present a simplistic shell model composed of a $\text{H}_1$ halo following a NFW profile and an embedded smaller $\text{CIV}$ halo with an exponential density profile which is able to qualitatively explain the observed $N_{\text{HI}} - N_{\text{CIV}}$ relation. Our simple model suggests that $\text{CIV}$ absorbers which are associated with the Ly$\alpha$ forest might have their origin in a metal enriched circum-galactic medium embedded in galactic halos.

2.1. Introduction

In spectra of high redshift QSOs, numerous narrow absorption lines are present blueward of the Ly$\alpha$ emission line. Most of these absorbers are produced by Ly$\alpha$ absorption of neutral hydrogen (H1) intersecting the QSO sight line. The so called Ly$\alpha$ forest arises from the remaining neutral hydrogen in the warm ($\sim 10^4$ K) photoionised intergalactic medium and traces the underlying dark matter distribution (Cen et al. 1994; Petitjean et al. 1995; Bi & Davidsen 1997).

The discovery of triply ionised carbon $\text{CIV}$ doublets ($\lambda\lambda 1548, 1550$ Å) which are associated with absorbers in the Ly$\alpha$ forest at $z \sim 3$ showed, that the Ly$\alpha$ forest is chemically
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enriched up to $10^{-2.5}Z_\odot$ for H\textsc{i} absorbers with column densities of $N_{\text{H\textsc{i}}} \sim 10^{14.5}$ cm$^{-2}$ (Cowie et al. 1995; Tytler et al. 1995; Songaila 1998) or lower (Ellison et al. 2000; Schaye et al. 2003; 2007). However the forest is not only enriched with carbon, but with other ions, such as silicon and oxygen (Songaila & Cowie 1996; Davé et al. 1998; Schaye et al. 2000a). Since the IGM itself cannot form stars due to its high temperature and low density, all these metals may have been produced by stars in galaxies at $z > 6$ which were then transported into the IGM (Madau et al. 2001). The metals in the Ly$\alpha$ forest thus help to understand the formation of galaxies in the universe and the feedback between high-redshift galaxies and the neighbouring IGM (Davé et al. 1998; Aguirre et al. 2001b; Schaye et al. 2003; Oppenheimer & Davé 2006).

Various models describing the enrichment process of the IGM have been proposed. The metals might originate in Population III stars at $10 < z < 20$ (Ostriker & Gnedin 1996; Haiman & Loeb 1997) or they might be dynamically stripped from galaxies by mergers or tidal interaction (Gnedin & Ostriker 1997; Gnedin 1998a). Furthermore models of dust ejection by stellar radiation pressure (Aguirre et al. 2001a) or the accretion of pre-enriched gas from the very first stars in the universe have been proposed (Haehnelt et al. 1996b; Rauch et al. 1997a; Madau et al. 2001). Widely used scenarios for enriching the IGM in simulations are galactic winds blown by star forming galaxies. By observing local starburst galaxies, outflows operating on scales of a few kpc (Heckman et al. 2000; Strickland et al. 2004; Martin 2005; 2006) have been found. At higher redshifts, outflows with velocities of hundreds of km s$^{-1}$ have been detected in Lyman break galaxies (Pettini et al. 1998; Shapley et al. 2003), supporting the model of IGM enrichment through galactic winds. Furthermore this model is supported by observations showing that most C\textsc{iv} absorbers are related to galaxies (Adelberger et al. 2005).

Although there is no consensus on the details of the outflow mechanism yet, numerical simulations agree in general on the evolution of the chemical enrichment, such as the volume averaged density-metallicity relation. Using simulations, the density-metallicity relation is predicted to drop off sharply at overdensities lower than a characteristic overdensity. Above this threshold, however, the IGM metallicity shows only a weak dependency on the IGM density (Aguirre et al. 2001b; Springel & Hernquist 2003; Oppenheimer & Davé 2006). The exact shape of the relation is strongly dependent on the outflow velocity of the galactic winds. With stronger outflows, larger distances from the galaxies can be enriched with metals, and the drop-off in the density-metallicity relation will shift towards lower densities. Also the time-scales on which winds operate affects the relation similar to the outflow speed.

On the other hand, a similar relation between the metallicity and the IGM density has been found by Gnedin & Ostriker (1997) and Gnedin (1998a). However unlike above, the driving mechanisms for the enrichment of the IGM are not outflows, but rather the transport of metals through mergers and tidal interactions.

Observationally, the density and the metallicity of the IGM cannot be directly measured. The only quantities that can be obtained from QSO spectra are the optical depth $\tau$ or the column density of H\textsc{i} or other ions. Given a cosmological model, the over-density can be related to the H\textsc{i} column density and optical depth $\tau_{\text{H}\textsc{i}}$ (Schaye 2001). However the metallicity is not as easily inferred. By assuming photoionisation equilibrium, it is possible to calculate the metallicity for a given UV background (Hui & Gnedin 1997; Davé et al. 1999; Schaye 2001). However, whether photoionisation equilibrium really
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holds for these metal ions, is still debated (Haehnelt et al. 1996a, Kim & Carswell 2011 in preparation).

Up to today, the predicted density-metallicity relation has not been detected in observations yet. In previous studies using Voigt profile analysis of the Lyα absorbers, this is mainly due to the small number of data points available in previous measurements of the \( N_{\text{H}1} - N_{\text{C}IV} \) relation (e.g. Simcoe et al. (2004)). In studies which make use of the optical depth analysis, where spectral features are correlated on a pixel by pixel basis, a linear relation between the \( \text{C}IV \) optical depth \( \tau_{\text{C}IV} \) and \( \tau_{\text{H}1} \) has been revealed up to the confusion limit (Ellison et al. 2000; Schaye et al. 2003). However the \( \tau_{\text{C}IV} - \tau_{\text{H}1} \) relation does not follow the predicted density-metallicity relation.

In this chapter, we present observational variant of the theoretically predicted density-metallicity relation at redshifts \(<z> = 2.22\) and \(<z> = 2.76\). Using 17 high-resolution and high signal-to-noise (S/N) spectra obtained from the ESO VLT UVES archive, we derive the \( N_{\text{H}1} - N_{\text{C}IV} \) relation, covering the Lyα forest at \(2 < z < 3.5\).

In the next Sect. 2.2, we will discuss the observational data obtained from the ESO archive. In Sect. 2.2.1 we will summarise the methodology used for fitting Voigt-profiles to the data set. We will also describe the working definition of an absorption system used in this work. In Sect. 2.3 our results for the \( N_{\text{H}1} - N_{\text{C}IV} \) relation will be discussed. In Sect. 2.4 we will compare our QSO sample with previous results and in Sect. 2.5 a simple model that qualitatively reproduces the data is presented. We will summarise the results in Sect. 2.6.

Throughout this chapter, we assume the cosmological parameters to be \( \Omega_M = 0.24 \), \( \Omega_\Lambda = 0.73 \), and \( h = 0.71 \) in accordance with the 5-year WMAP results (Hinshaw et al. 2009).

2.2. Data and Voigt profile fitting analysis

The same 17 VLT/UVES spectra of high-redshift QSOs taken from the UVES archive have been used as by Kim et al. (2007). The data reduction is described in Kim et al. (2004) and Kim et al. (2007). These high-resolution spectra are characterised by a resolution of \( R \sim 45\,000 \) and the individual properties of these 17 QSOs are given in Table 2.1. The instrument wavelength gaps and regions with strong telluric contamination are given in the 7th and 8th column of Table 2.1. Only those regions affected by telluric lines are given, that overlap with regions containing \( \text{C}IV \) absorbers. Further note, that the sample was selected in such a way that it does not contain any damped Lyα systems (DLAs, \( N_{\text{H}1} \geq 10^{20.3} \text{ cm}^{-2} \)). However they do include sub-damped Lyα systems (sub-DLAs, \( N_{\text{H}1} = 10^{19.0-20.3} \text{ cm}^{-2} \)).

The proximity effect region was avoided by excluding a region of 4000 km s\(^{-1}\) blueward of the QSO’s Lyα emission line. With this wavelength cut, we obtain the highest possible redshift range for reliably finding \( \text{C}IV \) absorbers, as given in Table 2.1, 3rd column. The lowest redshift where \( \text{C}IV \) is not blended with \( \text{H}1 \) forest absorbers is given by the QSO’s Lyα emission line. For smaller redshifts, our sample is most likely incomplete, due to line blending. We have restricted the lowest redshift for \( \text{C}IV \) absorbers to \( z = 2 \), since robust \( N_{\text{H}1} \) measurements of saturated \( \text{H}1 \) absorption lines can only be obtained for \( z \geq 2 \). This is due to the fact, that up to \( z = 2 \), \( \text{H}1 \) absorbers can be better constrained with higher
Table 2.1: Analysed QSOs

<table>
<thead>
<tr>
<th>QSO</th>
<th>z</th>
<th>z&lt;sub&gt;em&lt;/sub&gt;</th>
<th>z&lt;sub&gt;Civ&lt;/sub&gt;</th>
<th>λ&lt;sub&gt;Civ&lt;/sub&gt;, 1548 Å</th>
<th>Gaps (Å)</th>
<th>Telluric regions (Å)</th>
<th>C&lt;sub&gt;IV&lt;/sub&gt; region rms</th>
<th>S/N ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td>Q0055–269</td>
<td>3.655</td>
<td>2.662–3.390</td>
<td>5670–6797</td>
<td>2.130</td>
<td>3.041</td>
<td>6276–6315</td>
<td>0.020/0.031</td>
<td>2.193</td>
</tr>
<tr>
<td>Q0420–388</td>
<td>3.116</td>
<td>2.240–3.038</td>
<td>5016–6251</td>
<td>2.667</td>
<td>2.575</td>
<td>5596–5682</td>
<td>0.009/0.010</td>
<td>2.000</td>
</tr>
<tr>
<td>HE0940–1050</td>
<td>3.088</td>
<td>2.212–3.006</td>
<td>4973–6202</td>
<td>2.464</td>
<td>2.545</td>
<td>5762–5847</td>
<td>5873–5955</td>
<td>0.008/0.014</td>
</tr>
<tr>
<td>HE2347–4342</td>
<td>2.764</td>
<td>2.067–2.819</td>
<td>4748–5913</td>
<td>2.071</td>
<td>2.385</td>
<td>5744–5837</td>
<td>0.005/0.011</td>
<td>2.100</td>
</tr>
<tr>
<td>Q0002–422</td>
<td>2.767</td>
<td>2.000–2.705</td>
<td>4644–5736</td>
<td>2.022</td>
<td>2.256</td>
<td>0.006/0.009</td>
<td></td>
<td>2.040</td>
</tr>
<tr>
<td>PKS0329–255</td>
<td>2.704</td>
<td>2.000–2.651</td>
<td>4644–5653</td>
<td>2.090</td>
<td>2.219</td>
<td>0.016/0.025</td>
<td></td>
<td>2.000</td>
</tr>
<tr>
<td>Q0453–423</td>
<td>2.658</td>
<td>2.000–2.588</td>
<td>4644–5555</td>
<td>1.978</td>
<td>2.172</td>
<td>0.008/0.016</td>
<td></td>
<td>2.000</td>
</tr>
<tr>
<td>HE1347–2457</td>
<td>2.616</td>
<td>2.000–2.553</td>
<td>4644–5500</td>
<td>1.986</td>
<td>2.112</td>
<td>0.007/0.017</td>
<td></td>
<td>2.000</td>
</tr>
<tr>
<td>Q0329–385</td>
<td>2.434</td>
<td>2.000–2.377</td>
<td>4644–5228</td>
<td>1.998</td>
<td>1.973</td>
<td>0.018/0.030</td>
<td></td>
<td>2.000</td>
</tr>
<tr>
<td>HE2217–2818</td>
<td>2.413</td>
<td>2.000–2.365</td>
<td>4644–5210</td>
<td>1.977</td>
<td>1.964</td>
<td>0.007/0.010</td>
<td></td>
<td>2.000</td>
</tr>
<tr>
<td>Q0109–3518</td>
<td>2.405</td>
<td>2.000–2.348</td>
<td>4644–5183</td>
<td>1.977</td>
<td>1.949</td>
<td>0.008/0.010</td>
<td></td>
<td>2.000</td>
</tr>
<tr>
<td>HE1122–1648</td>
<td>2.404</td>
<td>2.000–2.358</td>
<td>4644–5199</td>
<td>1.975</td>
<td>1.965</td>
<td>0.005/0.014</td>
<td></td>
<td>2.000</td>
</tr>
<tr>
<td>J2233–606</td>
<td>2.250</td>
<td>2.000–2.201</td>
<td>4644–4955</td>
<td>2.000</td>
<td>1.845</td>
<td>0.025</td>
<td></td>
<td>2.000</td>
</tr>
<tr>
<td>PKS0237–23</td>
<td>2.223</td>
<td>2.000–2.179</td>
<td>4644–4922</td>
<td>1.974</td>
<td>1.806</td>
<td>0.010/0.014</td>
<td></td>
<td>2.000</td>
</tr>
<tr>
<td>PKS1448–232</td>
<td>2.219</td>
<td>2.000–2.175</td>
<td>4644–4916</td>
<td>1.975</td>
<td>1.789</td>
<td>0.010/0.020</td>
<td></td>
<td>2.000</td>
</tr>
<tr>
<td>Q0122–380</td>
<td>2.193</td>
<td>2.000–2.141</td>
<td>4644–4864</td>
<td>1.976</td>
<td>1.772</td>
<td>0.022</td>
<td></td>
<td>2.000</td>
</tr>
</tbody>
</table>

- The redshift is measured from the observed Ly<sub>α</sub> emission line of the QSOs.
- The smaller (larger) number corresponds to the higher (smaller) S/N ratio. When the S/N ratio is too small, the smaller (larger) number corresponds to the higher (smaller) S/N ratio. Since the S/N ratio varies along each spectrum, the Ly<sub>α</sub> line's values of the normalized flux in the C<sub>IV</sub> continuum regions also vary. The regions with a low level of telluric contamination are not listed. They are included to search for stronger C<sub>IV</sub> systems.
- Only the QSOs whose C<sub>IV</sub> region is affected by the instrumental setups are listed. These regions are discarded in the present work. Only the QSOs whose C<sub>IV</sub> region is strongly affected by the telluric lines are listed. These regions are discarded in the present work. The regions with a low level of telluric contamination are not listed. They are included to search for stronger C<sub>IV</sub> systems.
- Only the QSOs whose C<sub>IV</sub> region is affected by the instrumental setups are listed.
- This column indicates the redshift above which the observed spectra cover both Ly<sub>α</sub> and Ly<sub>β</sub> regions.
- The redshift is measured from the observed Ly<sub>α</sub> emission line of the QSO.
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order lines, such as Ly$\beta$ and Ly$\gamma$. However at lower redshifts, the necessary wavelength ranges for these higher transition lines are not covered anymore.

2.2.1. Voigt profile fitting analysis

An extensive Voigt profile fitting analysis has been performed on the 17 QSO spectra. For each absorber, its redshift $z$, its column density $N$, and its Doppler parameter $b$ has been determined using VPFIT\footnote{Carswell et al.: http://www.ast.cam.ac.uk/~rfc/vpfit.html}. We will outline the basic procedure how the fitting analysis has been carried out. For a detailed discussion see Carswell et al. (2002) and Kim et al. (2007).

As a first step, the continuum of the QSO spectra was determined. Then, metal lines were searched for starting from longest wavelengths (high redshift) to shorter ones. Any identified metal line was then fitted with a Voigt profile, using same $z$ and $b$ values for equal species transition. Whenever a metal line was embedded in the H$\text{I}$ forest, the H$\text{I}$ absorbers were included in the fitting procedure. By fitting different transitions at the same time, corrections could be applied to the continuum determination, to obtain acceptable ion ratios. After all identifiable metal lines have been fitted, the remaining absorption features were fitted. The remaining systems were all assumed to represent H$\text{I}$ absorbers. Any available higher-order Lyman series line was additionally considered when fitting the H$\text{I}$ Ly$\alpha$ absorber. As with the metals, some small adjustments to the continuum fit were needed in order to retain the intensity ratios between the different transitions. After this first iteration and an improved determination of the continuum fit, the whole spectrum was refitted from scratch again using the new adjusted continuum. This iterative procedure was repeated several times until a satisfactory model for the observed spectra was obtained.

Robust H$\text{I}$ column density measurement

Since we are interested in the column densities of H$\text{I}$ absorbers that have associated C$\text{IV}$, robust measurements of both $N_{\text{H}\text{I}}$ and $N_{\text{CIV}}$ are needed. Unfortunately, most H$\text{I}$ absorbers with associated C$\text{IV}$ are saturated (C$\text{IV}$ is usually not saturated). In these cases there is no unique method to determine the number of components from the Ly$\alpha$ transition alone. Assuming a single component for the saturated absorber only provides a lower limit on the column density. However when high-order Lyman series are included in the fitting procedure, better results can be obtained, since many saturated H$\text{I}$ Ly$\alpha$ lines become unsaturated in higher orders due to their smaller oscillator strengths. It is even possible that a systems which is in Ly$\alpha$ apparently just one component, breaks up into several weaker components in the higher orders.

In Fig. 2.1 such a behaviour is shown in a normalised flux-velocity diagram for two absorption systems. The left panel shows a system at $z = 3.217$ towards PKS2126-158. The right panel shows another example at $z = 2.444$ towards Q0453-423. The system in the left panel gives an example for a saturated Ly$\alpha$ line becoming unsaturated in Ly$\delta$. Including the higher orders for fitting this system reveals a total H$\text{I}$ column density of $\log N_{\text{H}\text{I}} = 15.78 \pm 0.04 \text{ cm}^{-2}$ with 7 components. If 7 components are just fitted to the Ly$\alpha$ spectrum without the additional constraints by the higher order transitions, a total...
Figure 2.1.: Velocity plot of two systems at $z = 3.217$ towards PKS2126-158 (panel a), and $z = 2.444$ towards Q0453-423 (panel b). The systems are centred on the strongest CIV flux value. The normalised fluxes of HI transitions up to Ly$\delta$ are shown, where the thick blue line is the model spectra and the black dotted line the observed normalised flux. The tick marks denote the velocity of each fitted component. Panel a) shows an example of a saturated Ly$\alpha$ line becoming unsaturated at higher transitions. Panel b) illustrates a saturated Ly$\alpha$ line that breaks up into many smaller components in Ly$\beta$.

column density of $\log N_{\text{HI}} = 14.94 \pm 0.06 \text{ cm}^{-2}$ is obtained. In the right panel of Fig. 2.1 an example of a saturated Ly$\alpha$ line breaking up into many weaker components is shown, as is clearly seen in Ly$\beta$. About 24% of saturated Ly$\alpha$ absorption lines in our sample break up into several weaker higher order components. About 18% of the saturated Ly$\alpha$ lines already break up into several components in Ly$\beta$.

Fairly robust $N_{\text{HI}}$ within the 1$\sigma$ fitting errors of the various components can be obtained for $\log N_{\text{HI}} \leq 17.0$ when Ly$\beta$ and Ly$\gamma$ lines are included. Using only Ly$\beta$ additionally to Ly$\alpha$ for a single component system, its fit deviates at most 2$\sigma$ from results which include Ly$\gamma$ as well. However fitting errors may increase if a saturated system consists of several components.

For all ground-based optical spectra, a natural redshift limit below which a robust $N_{\text{HI}}$ cannot be obtained using higher transitions is imposed by the atmospheric cutoff at 3050Å. The UVES spectra therefore cover Ly$\beta$ only for redshifts $z > 1.98$. Therefore, saturated lines at $z < 1.98$ cannot be robustly modelled. We therefore limit our sample only to redshifts larger than $z \geq 2.0$.

for each fitted system we have determined the robustness of the fitted model. We have categorised and rated robustness using the following criteria:

- **Class 1:** $N_{\text{HI}}$ is considered robust, if Ly$\alpha$ or one of the higher order lines is not saturated.
- **Class 2:** $N_{\text{HI}}$ is considered almost robust, if all available Lyman lines higher than Ly$\gamma$ are saturated or Ly$\gamma$ corresponds to the highest available order.
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- Class 3: \( N_{\text{HI}} \) is considered reasonable robust, if only Ly\(\alpha\) and Ly\(\beta\) are available.

- Class 4: \( N_{\text{HI}} \) is considered unconstrained, if only a saturated Ly\(\alpha\) line is available or if higher order lines are blended with lower-z forest lines.

- Class 5: \( N_{\text{HI}} \) is considered reasonable robust, if \( N_{\text{HI}} \) can be constrained using other methods, such as the presence of weak Ly\(\alpha\) damping wings of high \( N_{\text{HI}} \)-end Lyman limit systems.

Systems belonging to class 2 are either Lyman limit systems which are still saturated down to Ly-10, or systems with limited coverage of higher order lines due to an intervening Lyman edge or the atmospheric cutoff. The problem of intervening Lyman edges or the atmospheric cutoff also applies for class 3, mostly for systems at \( 1.986 < z < 2.146 \).

**Robust detection of C\( ^{IV} \) doublets**

For C\( ^{IV} \), a strong and a weak detection criterion has been applied. A C\( ^{IV} \) doublet is considered a strong detection, when the strong doublet line C\( ^{IV} \) \( \lambda 1548 \) is stronger than \( 3 \sigma \) of the spectrum’s variance. This implies that the weaker doublet component is detected at \( \geq 1.5 \sigma \). However whenever the doublet ratio of a C\( ^{IV} \) component detected at \( \geq 3 \sigma \) is not roughly 2:1, the line is not considered as a robust detection.

The detection limit depends on the line’s Doppler parameter \( b \) as well as the S/N ratio. If the Doppler parameter is larger than the instrument resolution, then, for a given \( N_{C^{IV}} \), narrower lines are more easily detected than broader ones. We therefore do not define a minimum \( N_{C^{IV}} \) detection limit, but rather list the 1\( \sigma \) r.m.s. values of the normalised flux in the C\( ^{IV} \) continuum regions in the last column of Table 2.1. Overall (excluding several low S/N spectra) the 3\( \sigma \) detection limit lies roughly at \( \log N_{C^{IV}} \sim 12 \text{ cm}^{-2} \).

It may happen, that a C\( ^{IV} \) line can be reliably classified as C\( ^{IV} \) below our strong detection limit, if either the lines are narrow or because additional ions are present at the same redshift. In these cases, the detection limit is relaxed to \( 2 \sim 3 \sigma \) and we call this a weak detection. The reason for relaxing the detection criterion is to increase the sample of robust C\( ^{IV} \) detections. Especially at low column densities the most significant redshift evolution of the \( N_{\text{HI}} – N_{C^{IV}} \) relation is expected. It is therefore important to include as many reliable systems as possible.

It might seem, that applying two different criteria results in a highly inhomogeneous C\( ^{IV} \) sample. By volume averaging over multiple components to obtain a total \( N_{C^{IV}} \) of an absorption system of any definition, including the weak criterion C\( ^{IV} \) components only increases the total column density. This would correspond to the highest possible total \( N_{C^{IV}} \) for a system, while not including these weakly constrained components results in a lower limit. Comparing results according to these two criteria shows that only systems with total column density of \( N_{C^{IV}} \leq 12.8 \text{ cm}^{-2} \) are affected by inclusion or non-inclusion of the weaker constrained lines. Of all 127 identified systems (for our definition of a system see Sect. 2.2.2) only 8 systems differ by more than 10% when including weaker constrained absorbers than without them. Also, one has to keep in mind, that in reality, many of the \( N_{C^{IV}} \leq 12 \text{ cm}^{-2} \) lines could be spurious and are just noise features. However, the results of this work will not change regardless whether some weak and spurious C\( ^{IV} \) lines are included or not.
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2.2.2. System

In physics, a system is considered a set of interacting or interdependent entities which stand in relationship with each other. Based on this, CIV and H I can be considered a physical system if they are physically dependent or if any process in one of them triggers a reaction in the other. However, even if two C IV and H I absorbers are very close in redshift space, they can still be very far away in real space due to bulk motions and peculiar velocities in the IGM (Rauch et al. 1997a). Therefore, from spectroscopic observations alone, we are unable to apply the physical definition of a system to the absorption lines.

Conventionally, a forest system is considered an apparently isolated absorption feature which can consist of multiple components. However, this definition poses a significant problem in how to associate C IV components to physically related H I components. We therefore adopt a slightly different approach and define a C IV system as a group of individual C IV components lying within a given velocity interval. This definition is extended to any C IV complex spread over a greater velocity range when the separation to the neighbours is less than this velocity interval. This extended velocity interval is then as well used to assign the associated H I complex.

With this definition, depending on the chosen velocity interval, a C IV system can consist of two or more nearly isolated absorption features. With this approach we are methodologically close to volume-averaged quantities commonly derived in numerical simulations. To avoid confusion, the term absorber is only applied when we refer to the conventional definition of an absorption system.

On the basis of observational evidence, we choose to analyse the data using two velocity intervals $[-250, +250]$ km s$^{-1}$, and $[-600, +600]$ km s$^{-1}$. Studies of close QSO pairs have found a strong C IV clustering within $\sim 200$ km s$^{-1}$ (Rauch et al. 2005; D’Odorico et al. 2006). Also a significant clustering signal is present at a transverse velocity separation of $v_\perp \sim 500$ km s$^{-1}$ (D’Odorico et al. 2006). This is in agreement with the predicted C IV distribution in the forest obtained with numerical simulations using outflow velocities of less than 600 km s$^{-1}$.

Starting from the longest wavelength of each spectrum, we flag each isolated C IV group as C IV system for a given velocity interval. The system redshift is then defined to be the flux minimum of the C IV group. All C IV absorbers in the velocity interval are then assigned to the system. Whenever the shortest separation to a neighbouring C IV absorption profile (including any shallow broad absorption wing profile with normalised flux $F < 0.95$) is less than half of the velocity interval (i.e. 250 km s$^{-1}$ or 600 km s$^{-1}$), the system’s velocity interval is increased towards the absorber to 600 km s$^{-1}$ or 1200 km s$^{-1}$. If the newly included absorber contains the C IV flux minimum, the system redshift is adopted and the velocity is redefined accordingly.

The total C IV or H I column density of a system is then determined, by adding all the $N_{\text{C IV}}$ or $N_{\text{HI}}$ of all robustly determined components inside the velocity range.

An illustration of this assignment algorithm is given in Fig. 2.2 where we show four typical examples of C IV systems. These examples demonstrate how the $[-250, +250]$ km s$^{-1}$ velocity range is applied to identify C IV systems. The zero velocity is set at the redshift of the C IV flux minimum. The observed normalised spectrum is plotted as a dotted line, and the model spectra is given by the black line. Thin and thick tick marks highlight the
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Figure 2.2.: Velocity plot of 4 C\textsc{iv} systems with a velocity interval of \(\pm 250 \text{ km s}^{-1}\) (light grey shaded area). The systems are centred on the strongest flux in C\textsc{iv}. The blue solid line gives the model spectra, whereas the black dotted line indicates the observed normalised flux. Tick marks indicate the velocity position of each fitted component, where the thick ticks mark components belonging to a C\textsc{iv} system (see text for further discussion). Capital letters mark absorption features for reference in the discussion.
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**Figure 2.3.:** The number of certain CIV system (solid line) as a function of $z$. The shaded area marks the number of uncertain CIV systems. Uncertain systems are CIV components detected at $2 - 3\sigma$ which do not fulfill the weaker detection criterion. The vertical dashed lines delineate the division of our sample into redshift ranges $z = [2.0, 2.6)$ and $z = [2.6, 3.4]$.

velocities of the fitted components, where the thick tick marks denote components lying within the velocity range. The velocity range is marked by the grey shaded area.

Fig. [2.2 panel a) is a good example for illustrating the assignment method. The two CIV groups B and C lie within the ±250 km s$^{-1}$ range and they can therefore be considered as a system. The redshift of the system is then centred on the CIV flux minimum. Further the separation between the right wing of the CIV profile of group A and the left wing of group B is larger than 250 km s$^{-1}$, therefore the velocity range is not extended and groups B+C are one system. The H$\text{i}$ absorbers assigned to the CIV system are the ones lying strictly inside the velocity range.

Panel b) presents also a very clear case. However this system illustrates the limitation of our definition of a system. In our definition, the 7th H$\text{i}$ component from the left is assigned to be associated with the CIV system D. However it is more likely, that this component is associated with component E. Our working definition forces us to include this component in the total $N_{\text{H}}$. On the other hand, volume-averaged parameters used in simulations would suffer from similar limitations.

Panel c) gives an example, where the velocity range is extended. The left wing of group G is separated by less than 250 km s$^{-1}$ from the right wing of F. Therefore the velocity range was extended to the right up to 600 km s$^{-1}$. After the extension, the redshift remains unchanged, since the flux minimum lies still in group F.

In panel d), group I has a $\leq 3\sigma$ detection and the weaker detection limit cannot be applied since the OVI line lies outside the covered wavelength range. Therefore the velocity range is not extended to the left, since group H is too far away from the left wing of group J. If group I would have been a real detection, the velocity range would have been expanded to include H+I+J+K.

In Fig. [2.3] the number of robustly detected CIV systems are compared to the uncertain
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detections. These uncertain detections are systems that do not satisfy the weaker detection criterion. Since the $z$ distribution of $\text{C} \, iv$ systems shows a dip at $z \sim 2.7$, we divided the total sample into two redshift ranges $z = [2.0, 2.6]$ (mean redshift $< z >= 2.22$ and $z = [2.6, 3.4]$ ($< z >= 2.76$). The total redshift path length excluding any wavelength gaps is 19.61 for $< z >= 2.22$ and 8.09 for $< z >= 2.76$. The number of robust $\text{C} \, iv$ systems are $[78, 49]$ for $< z >= [2.22, 2.76]$ and $[5, 4]$ systems are uncertain.

To obtain further insight into the physical nature of the $\text{C} \, iv$ systems, we further classified all $\text{C} \, iv$ systems based on the existence of other ions such as $\text{Si} \, iv$. Systems without $\text{Si} \, iv$ are denoted as $\text{C} \, iv$-$\text{Si} \, iv$ systems. Systems with $\text{Si} \, iv$ are marked as $\text{C} \, iv$+$\text{Si} \, iv$, including partly blended $\text{Si} \, iv$. Partly blended components are narrow and weak components with a column density below $N \leq 10^{11.9}$ cm$^{-2}$ which are blended with $\text{H} \, i$ forest lines. The position of these partly blended $\text{Si} \, iv$ lines can be estimated from the presence of other ions. When no detection of $\text{Si} \, iv$ is possible due to blending, the system is denoted as $\text{C} \, iv$+bl system. The total number of $\text{C} \, iv$-$\text{Si} \, iv$, $\text{C} \, iv$+$\text{Si} \, iv$, and $\text{C} \, iv$+bl systems is $[43, 23, 12]$ and $[24, 17, 8]$ at $< z >= 2.22$ and 2.76.

2.3. The relations between $\text{H} \, i$ and $\text{C} \, iv$ column densities

In Fig. 2.4 we show the $N_{\text{H} \, i} - N_{\text{C} \, iv}$ relation for the two redshift intervals and the two system velocity ranges of $\pm 250$ km s$^{-1}$ and $\pm 600$ km s$^{-1}$. In both panels we plot $\text{C} \, iv$-$\text{Si} \, iv$ (black open circles), $\text{C} \, iv$+$\text{Si} \, iv$ (red open squares), and $\text{C} \, iv$+bl systems (blue open triangles). Further green open circles in the lower redshift bin indicate class '4' $\text{C} \, iv$ systems, which have $N_{\text{H} \, i}$ estimates from Lya lines only. Even though their column densities cannot be robustly determined, their location in the $N_{\text{H} \, i} - N_{\text{C} \, iv}$ plane is not significantly different to the more robustly determined systems at $\log N_{\text{H} \, i} \leq 17$ cm$^{-2}$. Nevertheless, the scatter at higher redshifts is increased by these class '4' systems. However, to be conservative, these systems are excluded from further analysis. The yellow open diamonds at $\log N_{\text{H} \, i} \sim 13.7$ cm$^{-2}$ in the $< z >= 2.22$ range denote $\text{C} \, iv$ systems that show characteristics of a covering factor of less than 1. These systems are so close to the AGN that it does not cover the emitting source completely. A contribution to the observed flux still remains from the uncovered emitting source and thus the $\text{C} \, iv$ doublet ratio is not 2:1. Such systems have been excluded from further analysis as well, since they do not represent typical intervening IGM systems. In order to be conservative the uncertain $\text{C} \, iv$ systems at the $2 - 3\sigma$ detection limit (grey open upside-down triangles) have been excluded from the sample as well.

We have obtained least-square fits, $\log N_{\text{C} \, iv} = A \times \log N_{\text{H} \, i} + B$ for the sample in Fig. 2.4 for systems with $0.001 \leq N_{\text{C} \, iv}/N_{\text{H} \, i} \leq 0.01$. The $N_{\text{C} \, iv}/N_{\text{H} \, i}$ constraint was applied to omit some outliers. With this we obtain for $< z >= [2.22, 2.76]$ a slope of $A = [0.86 \pm 0.05, 1.04 \pm 0.06]$ and a normalisation of $B = [-0.25 \pm 0.83, -3.13 \pm 0.87]$. At both redshifts, the $\text{C} \, iv$+$\text{Si} \, iv$ systems are located in the upper right corner of the $N_{\text{H} \, i} - N_{\text{C} \, iv}$ plane. This is due to the fact, that $\text{Si} \, iv$ is usually associated with high column density absorbers (Rauch et al. 1997a). At $< z >= 2.76$ most of the $\text{C} \, iv$ systems seem to lie on a straight line with a strong scatter around it. This is what can be expected from the optical depth analysis by Schaye et al. (2003), which shows that with decreasing $\text{H} \, i$ optical depth, the corresponding $\text{C} \, iv$ optical depth decreases as well. From this we
Figure 2.4: The $N_{\text{HI}} - N_{\text{CIV}}$ relation for a system’s velocity range of ±250 km s$^{-1}$ (upper panel) and ±600 km s$^{-1}$ (lower panel). The left panels show results of the $\langle z \rangle = 2.22$ bin, the right one shows $\langle z \rangle = 2.76$. Open circles indicate C IV-Si IV systems, open triangles C IV+Si IV systems, and upside-down triangles C IV+bl systems. Green open circles indicate class ’4’ systems. Grey open upside-down triangles indicate uncertain systems at the $2 - 3\sigma$ detection limit. Error bars are only plotted when they exceed $\Delta(\log N) \geq 0.1$. The solid line represents the linear regression to the data. The dotted horizontal line marks the $N_{\text{CIV}} = 12.0 \text{cm}^{-2}$ detection limit.
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analogously expect a linear relation between the H\textsc{i} and C\textsc{iv} column densities. However at low redshifts, the data clearly deviates from a linear relation. Above log $N_{H\textsc{i}} \sim 15.5$ most systems still lie on a linear relation, however for lower H\textsc{i} column densities most systems are situated below such a relation. There seems to be a steep decrease in $N_{C\textsc{iv}}$ at log $N_{H\textsc{i}} \leq 15.2$cm$^{-2}$ and log $N_{C\textsc{iv}} \leq 13.0$cm$^{-2}$. This behaviour is not dependent on the choice of the system’s velocity range. We will therefore focus on the $\pm 250$ km s$^{-1}$ sample.

Further there are many C\textsc{iv} systems at $<z> = 2.22$ located to the far left of the power-law fit, which are not seen in the higher redshift bin. These systems show much larger $N_{C\textsc{iv}}/N_{H\textsc{i}}$ fractions, than the majority of the sample. These absorbers are not characterised by saturated H\textsc{i} absorption lines, and are thought to be highly ionised and highly metal-enriched. Some of these systems have been previously studied including other ions not only C\textsc{iv} (Carswell et al. 2002; Schaye et al. 2007). Motivated by these studies we will call systems which have unsaturated H\textsc{i} Ly\alpha components that are directly associated with C\textsc{iv} "highly ionised systems". Using this definition we identify [33,11] highly ionised systems at $<z> = [2.22,2.76]$. We obtain a factor of three more highly ionised systems at low redshifts than for the high redshift bin. This mainly arises from the 2.4 times larger redshift distance coverage of our sample in the low redshift bin.

highly ionised systems are marked in Fig. 2.5 (concentric symbols), where we show the robust data points from Fig. 2.4 for the $\pm 250$ km s$^{-1}$ velocity range, now including further data obtained from the literature. It can be seen, that the highly ionised systems change their location in the $N_{H\textsc{i}} - N_{C\textsc{iv}}$ plane. There are more highly ionised systems in the lower-left part of the $N_{H\textsc{i}} - N_{C\textsc{iv}}$ plane at lower redshifts than in the higher redshift bin. This is not the result of a selection bias, since these systems are easy to identify due to their strong C\textsc{iv} absorption features.

As shown in Fig. 2.4, a single power-law cannot convincingly describe the $N_{H\textsc{i}} - N_{C\textsc{iv}}$ relation at $<z> = 2.22$. Numerical simulations have predicted a rather steep decrease in metallicity for $N_{H\textsc{i}}$ lower than a drop-off $N_{H\textsc{i},\text{drop}}$ (Gnedin 1998a; Aguirre et al. 2001b; Oppenheimer & Davé 2006). Aguirre et al. (2001b) find a drop-off overdensity of log$(1 + \delta) \sim 0.5$ for a wind model using an outflow velocity of 600 km s$^{-1}$ and log$(1 + \delta) \sim 1.0$ for an outflow velocity of 300 km s$^{-1}$. In the model using galaxy mergers as IGM enrichment process, Gnedin (1998a) find a drop-off at overdensities log$(1 + \delta) \sim 0.0$. Further they predict a slowly increasing metallicity above this drop-off threshold (Springel & Hernquist 2003). In order to verify this, a larger H\textsc{i} column density range is required. In Fig. 2.5 we have therefore included higher column density absorption systems such as Lyman limit / sub-damped Lyman alpha / damped Lyman alpha systems compiled from the literature. Data for forest and Lyman limit systems have been compiled from Levshakov et al. (2003a,b) and Agafonova et al. (2007) (marked as stars). Further data from Cowie et al. (1995) and Songaila & Cowie (1996) has been used (denoted as crosses). Upside-down triangles representing sub-damped Lyman alpha systems are taken from Dessauges-Zavadsky et al. (2003) and Péroux et al. (2007). The damped Lyman alpha systems (diamonds) have been taken from Prochaska’s HIRES DLA database webpage (http://kingpin.ucsd.edu/~hireshda/).

The upper x-axis of Fig. 2.5 shows the overdensity corresponding to the H\textsc{i} column
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Figure 2.5.: The $N_{\text{H}i} - N_{\text{CIV}}$ relation including Lyman limit / sub-damped Lyman alpha / damped Lyman alpha systems compiled from the literature (see text for details). The symbols are identical to Fig. 2.4 except that concentric symbols mark highly ionised systems. The dashed vertical line marks the boundary above which systems are classified as Lyman limit systems. The dashed, dotted and solid curves represent fits to the data using Eq. 2.2. The dashed curve represents results from the first fitting method (see text for details). The solid line indicates results from the second method. Filled symbols mark data points used for this fit. Further, the dotted curve in the right panel indicates the fit obtained for the lower redshift bin.

Here $1 + \delta$ denotes the gas overdensity, the gas temperature is $T = T_4 \times 10^4$ K, the photoionisation rate is $\Gamma = \Gamma_{12} \times 10^{-12} \text{ s}^{-1}$ and $f_g$ is the fraction of mass in gas. The gas temperature in the IGM is derived using the effective equation of state $T = T_0 (1 + \delta) \gamma^{-1}$ (Hui & Gnedin 1997). For $\Gamma_{12}$ and $\gamma$ we interpolated results by Bolton et al. (2008). We thus estimate $\gamma = [0.612, 0.457]$ and $\Gamma_{12} = [1.100, 0.967]$ at $<z> = [2.22, 2.76]$. $T_0$ is assumed to be $2 \times 10^4$ K (Schaye 2001), $f_g = 0.16$, and $\Omega_{b} h^2 = 0.0227$.

The inclusion of the higher column density data from the literature clearly shows that the low-density IGM $N_{\text{H}i} - N_{\text{CIV}}$ relation has a similar shape as the predicted overdensity-metallicity relations by Gnedin (1998a) and Aguirre et al. (2001b). Our observations show a drop-off at $\log N_{\text{H}i} \sim 15.0$, which corresponds to an overdensity
of log(1 + δ) ∼ 1.0, consistent with the findings by Aguirre et al. (2001b). Therefore we chose a simple fitting function motivated by these numerical results that is able to reasonably describe our data. We have fitted the data in Fig. 2.5 using a rectangular hyperbola:

\[ \log N_{\text{CIV}} = \left[ \frac{C_1}{\log N_{\text{H1}} + C_2} \right] + C_3 \]  

(2.2)

In order to obtain a fit that compares reasonably to the predicted shape obtained by the numerical simulations as well as to the visual impression of the data having a cut-off column density at around log \( N_{\text{H1}} \sim 15.0 \), we pursued two different fitting strategies. First, we obtained a fit by applying a selection criterion on the sample. The dashed curves in Fig. 2.5 represent a fit imposing 0.0005 ≤ \( N_{\text{CIV}}/N_{\text{H1}} \) ≤ 0.025 and 12.0 ≤ log \( N_{\text{CIV}} \) ≤ 14.75. With this we obtain \( C_1 = [-4.43 \pm 1.30, -7.57 \pm 1.80] \), \( C_2 = [-13.04 \pm 0.44, -12.45 \pm 0.45] \), and \( C_3 = [15.22 \pm 0.17, 15.65 \pm 0.19] \) at \( \mu < z > = [2.22, 2.76] \).

Another fit is obtained by ensuring that the initial fitting parameters values pass through the central part of the cluster of filled and thick points in the plot by hand. For both redshifts, the initial parameters are set to be \( C_1 = -1.8 \), \( C_2 = -14.3 \), and \( C_3 = 14.9 \). A new set of points that are included in the fitting are then obtained by selecting all the data fulfilling ± \( (\log N_{\text{CIV, data}} - \log N_{\text{CIV, fit}}) \leq 0.2 \) and log \( N_{\text{CIV}} \geq 12.0 \). In an iterative procedure the following parameters are found with this method (solid curves in Fig. 2.5): \( C_1 = [-2.01 \pm 0.35, -2.51 \pm 0.47] \), \( C_2 = [-14.22 \pm 0.14, -14.08 \pm 0.20] \), and \( C_3 = [14.96 \pm 0.05, 15.09 \pm 0.07] \). It is evident that the results strongly depend on the chosen fitting procedure.

From the fitting parameters it is clear, that there is no significant evolution with redshift in the overall form of the \( N_{\text{H1}} - N_{\text{CIV}} \) relation for the non highly ionised systems. For comparison, the \( \mu < z > = 2.22 \) fit using the second fitting procedure is plotted as dotted curve in the \( \mu < z > = 2.76 \) panel. Excluding highly ionised systems, a Kolmogorov-Smirnov test gives 97% significance that the two data sets at the two redshifts are drawn from the same population. Including the highly ionised systems yields a probability of 79%.

The sharp decrease in \( N_{\text{H1}} \) at log \( N_{\text{H1}} \sim 15.2 \) suggests that, taking the scatter around the fitted relation into account, the Lyα forest might not be metal-enriched for log \( N_{\text{H1}} < 14 \). This does not exclude a metallicity floor with an absolute upper limit of \( \sim 10^{-4} \) \( Z_\odot \) (corresponding to log \( N_{\text{CIV}} \sim 10 \)) in the forest though (Bromm et al. 2001; Simcoe et al. 2004).

### 2.4. Comparisons with the optical depth analysis

Studies on the H\(_1\) optical depth \( \tau_{\text{H1}} \) and its C\(_{\text{IV}}\) counter part \( \tau_{\text{CIV}} \) (optical depth \( \tau = -\ln F \), where \( F \) is the normalised flux) have revealed that \( \tau_{\text{CIV}} \) increases monotonically as a function of \( \tau_{\text{H1}} \) above the confusion limit. However, contrary to our findings from the Voigt profile fitting analysis, no hint of a drop-off is present in the results from the optical depth analysis (Ellison et al. 2000; Schaye et al. 2003). Further, no signs indicating the existence of highly ionised systems are obtained with the optical depth analysis. These differences are not a result of the fact that the optical depth analysis does not use volume-averaged values. In a sense, the optical depth at a given pixel (i.e. 0.05 Å in our study) is volume averaged as well, however over a much smaller volume. This
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Figure 2.6: The $\tau_{\text{H}I} - \tau_{\text{CIV}}$ relation derived from our QSO sample. Median opacities are used for both H\textsc{i} and C\textsc{iv}. The lowest detectable $\tau_{\text{CIV}}$ was set to be -2.04 ($F = 0.99$) to account for noises and continuum fitting errors.

corresponds to an averaging of $\sim 3.7$ km s$^{-1}$, compared with our choice of $\pm 250$ km s$^{-1}$ intervals.

In order to understand the differences between the two analysis methods, we have re-analysed the QSO spectra used for the study of the $N_{\text{H}I} - N_{\text{CIV}}$ relation with the optical depth analysis method. This ensures that the same C\textsc{iv} systems uncovered with the Voigt profile fitting method contribute to the $\tau_{\text{H}I} - \tau_{\text{CIV}}$ relation. This will also include all the highly ionised systems present in the sample.

2.4.1. The $\tau_{\text{H}I} - \tau_{\text{CIV}}$ relation

The $\tau_{\text{H}I} - \tau_{\text{CIV}}$ relation derived from the median optical depths in the two redshift bins is shown in Fig. 2.6. The optical depths were calculated from artificial spectra generated with the fitted parameters, including only H\textsc{i} and C\textsc{iv} $\lambda 1548$. By using the model spectra we easily avoid any contamination from other ions and the weaker C\textsc{iv} doublet that might blend with the stronger doublet at different redshifts. No noises were added. Hence, the lowest $\tau_{\text{CIV}}$ is in theory zero. However, we set the lowest $\tau_{\text{CIV}}$ to 0.01, which corresponds to $F = 0.99$ or $\log \tau_{\text{CIV}} = -2.04$. With this we imitate errors due to noise and continuum fitting.

In the calculation of the H\textsc{i} optical depth, we use all the available higher order Lyman transitions. Due to the observational detection limits set by continuum fitting errors, noise and contamination by other ions, any relation between $\tau_{\text{H}I}$ and $\tau_{\text{CIV}}$ is lost below a critical H\textsc{i} optical depth $\tau_{\text{H},c}$. From the lowest $\tau_{\text{CIV}}$ we thus obtain a critical optical depth of $\tau_{\text{H},c} \sim 0.45$.

From Fig. 2.6, it can be seen, that our results of the optical depth analysis are indeed consistent with previous findings. As in previous studies, $\tau_{\text{CIV}}$ increases proportional to $\tau_{\text{H}I}$ above the critical optical depth. In order to compare our results with detailed determination of the $\tau_{\text{H}I} - \tau_{\text{CIV}}$ relation by Schaye et al. [2003], we fit a power-law to the data for $\tau_{\text{H}I} \geq \tau_{\text{H},c}$. In agreement with Schaye et al. [2003], we find $A = [-2.04, -2.04]$ and $B = [0.66, 0.58]$ at $< z > = [2.22, 2.76]$ for $\log \tau_{\text{CIV}} = \log A + B \log (\tau_{\text{H}I}/\tau_{\text{H},c})$. 
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Neither the $\tau_{\text{C} \text{IV}}$ drop-off nor highly ionised systems are detectable with the optical depth analysis in our data.

2.4.2. Velocity offset between H I and C IV

C IV absorbers are not necessarily centred on H I absorbers and can be shifted in velocity space. Ellison et al. (2000) have determined a velocity offset dispersion of 17 km s$^{-1}$ between H I and C IV absorbers for $\log N_{\text{H} \text{I}} \sim 13.6 - 16.0$ at $z \sim 3.45$. Is the velocity offset between H I and C IV significantly large, a one-to-one correspondence between $\tau_{\text{H} \text{I}}$ and $\tau_{\text{C} \text{IV}}$ does no longer exist. As a result, any signal of the $\tau_{\text{C} \text{IV}}$ drop-off could have been smeared out. We therefore determine the velocity offset between H I and C IV in our data.

In order to measure the velocity offset between H I and C IV, the absorbers centroid needs to be defined. We use three different possible definitions for the absorbers centroids:

- **Definition I**: The C IV and the H I absorption centroids are assumed to be the redshift of the C IV flux minimum and the strongest fitted $N_{\text{H} \text{I}}$ component for a given system in the $\pm 250$ km s$^{-1}$ sample.

- **Definition II**: The C IV absorption centroid is defined as the flux minimum of an absorber, while the H I centroid is the redshift of the strongest fitted H I component close to the C IV absorber.

- **Definition III**: The C IV centroid is assumed to be the redshift of the C IV flux minimum.
minimum, while the H\textsc{i} centroid is the redshift of the closest H\textsc{i} component to the C\textsc{iv} component.

As is evident from the different definitions, Definition I will give the largest and Definition III the smallest median velocity offset. To be conservative and consistent with the ±250 km s\textsuperscript{-1} sample discussed in Fig. 2.5, we use Definition I to estimate the H\textsc{i}-C\textsc{iv} median velocity offset. The velocity offset for all systems using Definition I is plotted in Fig. 2.7, while in Table 2.2 we provide the median velocity offsets for all the different centroid definitions.

An offset between H\textsc{i} and C\textsc{iv} is clearly present in the sample. At log $N_{\text{H \textsc{i}}}$ = 14 – 16 where most of the non-highly ionised C\textsc{iv} systems are detected, we obtain a median velocity offset of [13.7 km s\textsuperscript{-1}, 5.7 km s\textsuperscript{-1}] for $< z >= [2.22, 2.76]$. This corresponds to 3.6 pixels and 1.5 pixels at equal redshift ranges for our sample. Using Definition III, the velocity offset for equal column densities would correspond to 1.9 pixels and 1.3 pixels for the two redshift bins. In the worst case, this small velocity offset redistributes $\tau_{\text{H \textsc{i}}}$ and $\tau_{\text{C \textsc{iv}}}$ mostly within 4 pixels. We therefore conclude, that this misalignment cannot be the primary reason for the lack of a drop-off and the highly ionised systems in the $\tau_{\text{H \textsc{i}}} - \tau_{\text{C \textsc{iv}}}$ relation.

2.4.3. The fraction of H\textsc{i} pixels associated with C\textsc{iv}

As we have seen above, the C\textsc{iv} drop-off lies at around log $N_{\text{H \textsc{i}}}$ ∼ 15.2 for both redshift bins. Assuming a $b$-parameter of $b = 30$ km s\textsuperscript{-1} for a Voigt profile, the optical depth in the centre of a log $N_{\text{H \textsc{i}}} = 15.2$ is $\tau_{\text{H \textsc{i}}} \sim 50$. Inspecting Figs. 4 and 5 of [Schaye et al. (2003)] reveals a hint of a sudden $\tau_{\text{C \textsc{iv}}}$ drop-off at $\tau_{\text{H \textsc{i}}} \sim 50$ in their best-quality spectrum towards Q1422+230. Unfortunately, the errors associated with $\tau_{\text{C \textsc{iv}}}$ are too large to conclusively identify this hint of a drop-off as real. Within the errors, a linear $\log \tau_{\text{H \textsc{i}}} - \log \tau_{\text{C \textsc{iv}}}$ relation is still a good description of the data. However, this suggests, that the discrepancy between the two analysis methods could be caused by the rarity of C\textsc{iv} pixels associated with H\textsc{i}.

We determine the fraction of H\textsc{i} pixels that are associated with C\textsc{iv}. We relate the number of H\textsc{i} pixels showing associated C\textsc{iv} absorption $P(\text{C\textsc{iv}})$ (pixels with $\tau_{\text{C \textsc{iv}}} > 0$) with the number of pixels showing H\textsc{i} absorption $P(\text{H\textsc{i}})$. In Fig. 2.8 the ratio of $P(\text{C\textsc{iv}})/P(\text{H\textsc{i}})$ as a function of $\tau_{\text{H \textsc{i}}}$ is presented. Both quantities are derived from artificially generated spectra using the fitted parameters, including only H\textsc{i} and C\textsc{iv} $\lambda 1548$. As above, noises were not added to the model spectra. The value of $P(\text{C\textsc{iv}})/P(\text{H\textsc{i}})$ is noisier in the $< z >= 2.76$ bin than for the lower redshift bin, due to the lower number of available pixels. Between 0.1 ≤ log $\tau_{\text{H \textsc{i}}} ≤ 1.5$, the percentage of H\textsc{i} pixels associated with C\textsc{iv} increases monotonically from around 4% (2%) up to 70% (70%) at redshifts $< z >= 2.22 (2.76)$. Any inclusion of noises in the analysis would decrease these values especially at lower optical depth. Further, the wings of strong absorption systems have lower $\tau_{\text{C \textsc{iv}}}$, additionally smoothing any possible signal [Pieri & Haehnelt (2004)].

The drop-off column density of log $N_{\text{H \textsc{i}}} \sim 15.0$ corresponds to an optical depth of log $\tau_{\text{H \textsc{i}}} \sim 1.7$. Therefore a drop-off in $\tau_{\text{C \textsc{iv}}}$ for lower H\textsc{i} optical depths should be seen in the $\tau_{\text{H \textsc{i}}} - \tau_{\text{C \textsc{iv}}}$ relation. However, around this H\textsc{i} optical depth, about 60-70% of the H\textsc{i} pixels are associated with C\textsc{iv}. Therefore, a signal should be visible in the median
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Table 2.2.: The median H$^\text{I}$–C$^\text{IV}$ velocity offset$^a$

<table>
<thead>
<tr>
<th>$\log N_{\text{H}^\text{I}}$ range</th>
<th>$&lt;z&gt; = 2.22$</th>
<th>$&lt;z&gt; = 2.76$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Definition I</td>
<td></td>
<td></td>
</tr>
<tr>
<td>12.0–15.0</td>
<td>11.7 (11.7) km s$^{-1}$</td>
<td>2.9 (3.7) km s$^{-1}$</td>
</tr>
<tr>
<td>14.0–16.0</td>
<td>13.7 (13.2) km s$^{-1}$</td>
<td>5.7 (5.7) km s$^{-1}$</td>
</tr>
<tr>
<td>15.0–17.0</td>
<td>17.1 (14.9) km s$^{-1}$</td>
<td>8.0 (5.7) km s$^{-1}$</td>
</tr>
<tr>
<td>Definition II</td>
<td></td>
<td></td>
</tr>
<tr>
<td>12.0–15.0</td>
<td>4.9 (8.3) km s$^{-1}$</td>
<td>4.1 (7.9) km s$^{-1}$</td>
</tr>
<tr>
<td>14.0–16.0</td>
<td>13.4 (13.4) km s$^{-1}$</td>
<td>9.4 (9.4) km s$^{-1}$</td>
</tr>
<tr>
<td>15.0–17.0</td>
<td>16.6 (16.6) km s$^{-1}$</td>
<td>9.9 (9.9) km s$^{-1}$</td>
</tr>
<tr>
<td>Definition III</td>
<td></td>
<td></td>
</tr>
<tr>
<td>12.0–15.0</td>
<td>0.5 (8.3)$^b$ km s$^{-1}$</td>
<td>5.9 (6.3) km s$^{-1}$</td>
</tr>
<tr>
<td>14.0–16.0</td>
<td>7.0 (6.4) km s$^{-1}$</td>
<td>4.9 (4.9) km s$^{-1}$</td>
</tr>
<tr>
<td>15.0–17.0</td>
<td>6.4 (6.2) km s$^{-1}$</td>
<td>6.2 (5.8) km s$^{-1}$</td>
</tr>
</tbody>
</table>

$^a$ The velocity offsets listed in the parentheses are the ones excluding highly ionised systems. Since most highly ionised systems have $\log N_{\text{H}^\text{I}} \leq 14$, the median velocity offset at the $\log N_{\text{H}^\text{I}} = 12.0–15.0$ range is most significantly affected, depending on whether or not these systems are included.

$^b$ Most highly ionised systems have their C$^\text{IV}$ flux minimum very close to the centre of the corresponding H$^\text{I}$ absorption cloud which is not necessarily the strongest component. Therefore, the median velocity offset is almost 0 km s$^{-1}$ when they are included. On the contrary, non-highly ionised C$^\text{IV}$ absorbers usually have a velocity offset between C$^\text{IV}$ and H$^\text{I}$.

Figure 2.8.: The ratio of the number of pixels having $\tau_{\text{C}^\text{IV}} > 0$ and the number of H$^\text{I}$ pixels as a function of $\tau_{\text{H}^\text{I}}$ for the two redshift bins derived from our data.
optical depths, since a sufficient number of H I pixels with associated C IV contribute to these optical depth bins. Unfortunately, the remaining 40-30% of C IV-free pixels smooth out any weak signal present in the median optical depths. Thus, any drop-off in \( \tau_{\text{C IV}} \) cannot be determined clearly as long as the associated error bars are still too large.

2.5. Simple shell model for the \( N_{\text{H I}} - N_{\text{C IV}} \) relation

From our Voigt profile fitting analysis, we have shown that there is a well-defined \( N_{\text{H I}} - N_{\text{C IV}} \) relation for non-highly ionised systems. Similar relations have been predicted by numerical simulations using outflow enrichment models (Aguirre et al. 2001b) or a galaxy merging process (Gnedin & Ostriker 1997; Gnedin 1998a). This raises the question on the physical process behind the observed \( N_{\text{H I}} - N_{\text{C IV}} \) and how far C IV has been transported from the stars in the galaxies that produced metals. We now want to address these issues with a simple shell model that is able to reproduce the observational data.

2.5.1. The observed rate of incidence of non-highly ionised C IV absorbers

One of the strongest observational evidences for galactic-scale outflows as the IGM metal enrichment mechanism is the correlation between high-redshift galaxies and C IV absorbers at \( 2 < z < 3 \). By correlating Lyman break galaxies with C IV absorbers, Adelberger et al. (2005) found that most C IV absorbers with \( N_{\text{C IV}} \geq 14 \) are directly produced by a single galactic halo of \( \sim 40 - 80 \, h^{-1} \) proper kpc in size. Weaker absorbers are not directly related with single galaxies, but are found nearby.

On the other hand, Chen et al. (2001) found that individual galaxies at \( z < 0.9 \) are surrounded by a C IV halo of \( \sim 100 \, h^{-1} \) kpc down to \( \log N_{\text{C IV}} \sim 13.4 \) with a covering factor of nearly 1. Further they concluded, that higher equivalent width absorbers stem from brighter galaxies and have smaller impact parameters. All these finding would indicate that C IV halos grow with time, either by infall, or by outflow of metal enriched material.

Let us assume that every non-highly ionised C IV absorber associated with the Ly\( \alpha \) forest at \( \log N_{\text{H I}} \leq 17 \) is produced by a single galaxy with a halo size \( R \). The comoving number density of C IV-producing galaxies is denoted as \( n_g \) and their proper cross section \( \pi R^2 \). The C IV covering factor is denoted by \( k \). The rate of incidence of C IV absorbers \( \frac{dN}{dz} \) is then given by

\[
\frac{dN}{dz} = \frac{\pi R^2 n_g k}{H(z)} \left(1 + z\right)^3, \tag{2.3}
\]

where \( c \) is the speed of light and \( H(z) \) is the Hubble constant at \( z \). Thus, the halo size \( R \) is

\[
R = 43.3 \, h^{-1} \, k^{-1/2} \left(\frac{\frac{dN}{dz}}{\frac{dN}{dz}}\right)^{1/2} \left(\frac{n_g}{0.0025 \, \text{Mpc}^{-3}}\right)^{-1/2} \text{kpc}, \tag{2.4}
\]

where the galaxy density is normalised to that of Lyman break galaxies at \( z \sim 3 \) down to a \( R \) magnitude of 25.5 Steidel et al. (1999).

At \( z \sim 3 \) we find for non-highly ionised C IV absorbers with \( \log N_{\text{C IV}} = [12.5 - 13.5, 13 - 14, \geq 14] \) the rate of incidence to be \( \frac{dN}{dz} = [11.9 \pm 2.6, 4.0 \pm 1.5, 1.1 \pm 0.8] \). The halo size \( R \) of a typical C IV-producing galaxy is thus about \([150 \, k^{-0.5}, 87 \, k^{-0.5}, 45 \, k^{-0.5}] \) proper kpc.
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If the covering factor is 1, the halo size at $\log N_{\text{CIV}} \sim 14$ is consistent with the results by Adelberger et al. (2005), considering that Eq. (2.4) does not include any possible correlation between the halo size and the brightness of a galaxy and the galaxy clustering properties.

Adelberger et al. (2005) on the other hand found that both $N_{\text{CIV}}$ and the rate of incidence decreases with increasing impact parameter. This indicates that the covering factor $k$ decreases with decreasing $N_{\text{CIV}}$. Assuming an average $k$ value of 0.5 for all C IV absorber-galaxy pairs, a C IV-producing galaxy can have halo sizes up to $210 \, \text{kpc}$ for $N_{\text{CIV}} = [12.5 - 13.5]$. With even lower $k$ and C IV column density, the size of the halo increases even further.

All this indicates that high-redshift galaxies are surrounded by a $\sim 50$ proper kpc sized C IV halo that produces strong C IV absorption. At larger radii C IV absorption is much weaker. If this picture is true, a strong correlation between the impact parameter and the $N_{\text{CIV}}$ should exist, which motivates a shell model of C IV absorbers.

2.5.2. Simple shell model

Motivated by the previous subsection, we have considered whether or not the $N_{\text{H}1} - N_{\text{CIV}}$ relation can be reproduced by a simple shell model, similar to the one described by Churchill et al. (2005), e. g. their Fig. 3. In this picture, the size of halos enriched with a given ion around galaxies depends on the ion’s column density. For example, a H I halo producing a Lyman limit system is about $35$ proper kpc, while a halo producing $\log N_{\text{CIV}} \geq 13.9$ is about $60$ proper kpc at $z < 1$.

We assume that the hydrogen gas follows a NFW halo, of mass $M_{\text{halo}} = 10^{11} \, h^{-1} \, M_\odot$, a concentration of $c = 4.3$ and virial radius $r_{\text{vir}} = 110 \, \text{kpc} \, h^{-1}$ at redshift $z = 2.5$. Hydrogen is assumed to be in photoionisation equilibrium with a UV background having a photoionisation rate of $\Gamma_{\text{UVB}} = 1.2 \times 10^{-12} \, \text{s}^{-1}$ based on the Haardt & Madau UV background including quasars and galaxies. Centred in this H I halo, we place a C IV absorber following a Gaussian profile of

$$\rho_{\text{CIV}}(r) = \rho_{0,\text{CIV}} \exp\left(-\frac{r^2}{R_{\text{h,CIV}}^2}\right),$$

where $\rho_{\text{CIV}}(r)$ is the C IV density as a function of galactocentric radius $r$ and the C IV scale height $R_{\text{h,CIV}} = 17.3 \, h^{-1} \, \text{kpc}$. The C IV density at the centre $\rho_{0,\text{CIV}}$ is assumed to be $1.2 \times 10^7$ times smaller than the characteristic density of the hydrogen NFW profile. The constants are chosen to reproduce the observed $N_{\text{CIV}}$ distribution. Assuming photoionisation equilibrium, this model corresponds to a metallicity of $Z \sim 10^{-1.5} Z_\odot$ at a galactocentric radius of $r \sim 2 \, \text{kpc}$ and $Z \sim 10^{-3} Z_\odot$ at $r \sim 20 \, \text{kpc}$.

We can determine the column density along a line of sight through H I and C IV absorbers at a given impact parameter by $N = \int_{\sigma}^{\infty} \rho(\sigma, z) \, d\sigma$, where $\sigma$ is the impact parameter and $z$ the position along the line of sight. The resulting column density profiles as a function of the impact parameter are shown in Fig. 2.9. The C IV column density profile drops rapidly with increasing impact parameter, since the inner denser core dominates. With smaller impact parameters, the sightline passes closer to the centre where the density of each gas component is higher. As a result, $N_{\text{H}1}$ and $N_{\text{CIV}}$ are higher
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Figure 2.9: The shell model of a halo of high-redshift galaxies. In this model, H\textsc{i}-producing gas is assumed to follow the NFW profile, while C\textsc{iv}-producing gas is assumed to have an exponential density profile. The C\textsc{iv} density at the centre is chosen to match the observed $N_{H\textsc{i}} - N_{C\textsc{iv}}$ relation. a) The H\textsc{i} and C\textsc{iv} profiles as a function of the impact parameter $\sigma$ used in the model. b) The calculated $N_{H\textsc{i}} - N_{C\textsc{iv}}$ relation integrated along the line of sight at various impact parameters.

for small impact parameters, similar to what was found for redshifts smaller than 1 by Chen et al. (2001). A column density of $\log N_{C\textsc{iv}} = 11$ is already reached at the proper impact parameter of $\sigma = 70 h^{-1}$kpc. Such an interplay of these two profiles gives rise to a behaviour similar to the $N_{H\textsc{i}} - N_{C\textsc{iv}}$ relation. Note that this model does not assume any metal ejection mechanisms from galactic disks. It simply states that as long C\textsc{iv} gas is Gaussian distributed around a galaxy up to radii of $\sim 70 h^{-1}$ proper kpc, the observed $N_{H\textsc{i}} - N_{C\textsc{iv}}$ relation can be re-produced. This C\textsc{iv} halo size is less than the virial radius of our model galaxy with $M_{\text{halo}} = 10^{11} h^{-1} M_\odot$, i.e. C\textsc{iv} is located inside the galactic halo and not in the surrounding IGM. Unfortunately, the C\textsc{iv} halo size derived from our shell model is more than a factor of 2 smaller than the size of C\textsc{iv}-producing galaxy halos estimated in the previous subsection. However, this should not be taken against the shell model, since in reality, a collection of galaxies with different masses would contribute to the $N_{H\textsc{i}} - N_{C\textsc{iv}}$ relation. Further, our simple assumption on the smoothly decreasing H\textsc{i} and C\textsc{iv} density profiles is likely too simplistic. It is more likely that much of the C\textsc{iv} comes from a halo shell, with the inner regions denser and more neutral. However, the reasonable agreement between this simple shell model and the observed $N_{H\textsc{i}} - N_{C\textsc{iv}}$ relation in the zeroth approximation encourages to explore a similar, but more sophisticated model to reproduce the $N_{H\textsc{i}} - N_{C\textsc{iv}}$ relation.

2.6. Summary

Numerical simulations based on different metal enrichment mechanisms of the IGM predicted the volume averaged overdensity-metallicity relation. Its shape and evolution constrain the physical processes that results in the enrichment of the IGM. In observations, the overdensity can be related to the column density of neutral hydrogen $N_{H\textsc{i}}$, while the
metallicity relates to the triply-ionised C\textsc{iv} column density $N_{\text{C}\textsc{iv}}$.

We have analysed 17 high resolution spectra of high-redshift QSOs obtained from the ESO VLT UVES archive covering the Lyα forest at $2 < z < 3.5$. Together with associated metals, all available H\textsc{i} Lyman lines were fitted using Voigt profiles. With this, it was possible to obtain robust column density measurements of H\textsc{i} and C\textsc{iv}. In order to measure volume-averaged $N_{\text{H}\textsc{i}}$ and $N_{\text{C}\textsc{iv}}$ of C\textsc{iv} absorber groups, we defined and identified C\textsc{iv} systems over $\pm 250$ km s$^{-1}$ velocity intervals centred at the C\textsc{iv} flux minimum. Both $N_{\text{H}\textsc{i}}$ and $N_{\text{C}\textsc{iv}}$ were then integrated over this $\pm 250$ km s$^{-1}$ interval.

The C\textsc{iv}-selected forest systems show two distinct populations, non-highly ionised systems and highly ionised systems. In the two redshift bin $< z >= 2.22$ and $< z >= 2.76$, non-highly ionised systems show a well-defined $N_{\text{H}\textsc{i}} - N_{\text{C}\textsc{iv}}$ relation, similar to the numerically predicted overdensity-metallicity relation. The $N_{\text{H}\textsc{i}} - N_{\text{C}\textsc{iv}}$ relation drops very sharply below $N_{\text{H}\textsc{i},\text{drop}} \sim 10^{15.2}$ cm$^{-2}$. However, it remains only a weak function of $N_{\text{H}\textsc{i}}$ above $N_{\text{H}\textsc{i},\text{drop}}$. The $N_{\text{H}\textsc{i}} - N_{\text{C}\textsc{iv}}$ relation does not show any significant redshift evolution at the two redshift bins.

Based on observations which suggest that high-redshift galaxies are surrounded by a C\textsc{iv} halo with a size of $40 - 80h^{-1}$ proper kpc, we have constructed a simple shell model which reproduces the observed $N_{\text{H}\textsc{i}} - N_{\text{C}\textsc{iv}}$ relation. In this shell model, a H\textsc{i} halo follows a NFW profile up to around $110h^{-1}$ kpc, while a C\textsc{iv} halo centred on the H\textsc{i} halo is assumed to follow a Gaussian density profile with a scale height of about $17h^{-1}$ kpc. At small impact parameters, the sight lines pass through denser areas giving rise to higher $N_{\text{H}\textsc{i}}$ and $N_{\text{C}\textsc{iv}}$. In such a model, the C\textsc{iv} gas contributing to log $N_{\text{C}\textsc{iv}} \geq 12$ is confined within a small radius of around $60h^{-1}$ kpc. This is a factor of 2 smaller than the impact parameter estimated for C\textsc{iv} systems with log $N_{\text{C}\textsc{iv}} \geq 12.5$ in the present study.

Further, we find that highly-ionised systems do not follow the $N_{\text{H}\textsc{i}} - N_{\text{C}\textsc{iv}}$ relation defined by the non-highly ionised systems. They all have a lower $N_{\text{H}\textsc{i}}$ compared to non-highly ionised systems with similar $N_{\text{C}\textsc{iv}}$. There are only a few such systems, but it appears that their line number density peaks at $z \sim 2$, where the cosmic star formation rate is at its highest. However, more data is needed to support this in a conclusive way.

Contrary to the indications that the forest could be metal enriched down to log $N_{\text{H}\textsc{i}} \sim 13.5$ from the optical depth analysis, our observations of a sharp cutoff in the $N_{\text{H}\textsc{i}} - N_{\text{C}\textsc{iv}}$ relation suggest that a forest with $N_{\text{H}\textsc{i}} \leq 10^{14}$ cm$^{-2}$ might not be metal-enriched. This also indicates, that only forest systems without metals would be truly considered as the intergalactic medium and are not inside galactic halos. However, this does not exclude the possibility of a small metallicity floor in the IGM.

The apparent contradiction between the optical depth analysis and the Voigt profile analysis is mainly caused by the fact that the optical depth analysis deals with all the forest including the C\textsc{iv} free forest, while our analysis only includes the forest with C\textsc{iv}. We conclude that correlating H\textsc{i} pixels to corresponding C\textsc{iv} pixels and taking a median statistical property does not necessary correlate any physically relevant quantities.

There is a small velocity offset between the centroids of H\textsc{i} and C\textsc{iv}. The exact value depends on the definition of the centroids between H\textsc{i} absorbers and the corresponding C\textsc{iv}. Regardless of the definition of both centroids, the velocity offset is largely independent with redshift. The maximum velocity offset is around $14$ km s$^{-1}$ for a forest with log $N_{\text{H}\textsc{i}} = 14 - 16$. The lack of strong velocity offsets suggests that C\textsc{iv} systems are well-mixed with the H\textsc{i} clouds.
The most exciting phrase to hear in science, the one that heralds new discoveries, is not "Eureka!" (I found it!) but "That’s funny..."

Isaac Asimov

Neutral hydrogen column density evolution of high-redshift QSO absorption line systems at $1.9 < z < 3.2$\textsuperscript{1}

We have investigated the distribution and evolution of neutral hydrogen ($\text{H\textsubscript{i}}$) column density of the intergalactic medium at $1.9 < z < 3.2$, using the 18 high resolution, high signal-to-noise QSO spectra obtained with the UVES at the VLT. This study is based on the two sets of a Voigt profile fitting analysis, one including all the available high-order Lyman lines to obtain reliable $\text{H\textsubscript{i}}$ column densities, $N_{\text{H\textsubscript{i}}}$, of saturated lines, and another using only the Ly\textalpha transition. We have found that there is no significant difference between the Ly\textalpha-only fit sample and the high-order Lyman fit sample. From the high-order fit sample, we have found: 1) The mean number density evolution at $1.9 < z < 3.2$ only from our high-order fit sample can be described as $dn/dz \propto (1+z)^{1.28\pm0.20}$ and $dn/dz \propto (1+z)^{3.77\pm0.49}$ in the column density range of $\log N_{\text{H\textsubscript{i}}} = [12.75, 14.0]$ and $[14.0, 17.0]$ respectively, confirming that stronger absorbers evolve more rapidly. Our individual QSO sightlines including the best-quality data in the literature at $z > 1$ give $dn/dz \propto (1+z)^{2.42\pm0.15}$ and $dn/dz \propto (1+z)^{2.99\pm0.26}$ in the column density range of $\log N_{\text{H\textsubscript{i}}} = [13.1, 14.0]$ and $[14.0, 17.0]$. 2) The mean $dn/dz$ for $\log N_{\text{H\textsubscript{i}}} = [14.0, 17.0]$ reveals a significant dip from a power-law at $z \sim 2.15$. 3) The differential distribution function is also well-described with a single power law, which shows a dip at $\log N_{\text{H\textsubscript{i}}} = [14.5, 18.0]$. At $z > 2.2$, the dip becomes less pronounced. The power-law exponent at $\log N_{\text{H\textsubscript{i}}} = [12.75, 14.0]$ is $[-1.49 \pm 0.06, -1.43 \pm 0.03, -1.39 \pm 0.05]$ for $z = [1.9 - 2.2, 2.2 - 2.7, 2.7 - 3.2]$. 4) The dip in $dn/dz$ relates to the dip in the differential density distribution function, indicating an identical physical origin. Such an origin may be the increase of the ionising radiation due to the peak of the cosmic star formation rate at $z \sim 2$. 5) The $dn/dz$ evolution of the C\textsc{iv} enriched forest is similar to the entire forest sample, differing only in a smaller normalisation value. 6) The distribution function of the unenriched forest is similar to the one from the entire sample, showing a dip at $\log N_{\text{H\textsubscript{i}}} = [14, 18]$ which becomes stronger at lower redshifts. However, the distribution function of the C\textsc{iv} enriched forest shows no such dip and it starts to flatten out at $\log N_{\text{H\textsubscript{i}}} \leq 15.5$. This can be explained as the enriched fraction of the forest decreases as $\log N_{\text{H\textsubscript{i}}}$ decreases. This also indicates that the C\textsc{iv} enriched forest and the unenriched forest reside in different spatial locations, i.e. the C\textsc{iv} enriched forest in the circum-galactic medium and the unenriched forest in the intergalactic medium.

\textsuperscript{1}This chapter will be submitted to MNRAS as: A. M. Partl, T.-S. Kim, R. F. Carswell, and V. Müller.
3. The IGM \( \text{H} \) column density evolution

3.1. Introduction

The resonant Ly\( \alpha \) absorption by neutral hydrogen (\( \text{H} \)) in the warm (\( \sim 10^4 \)K) photoionised intergalactic medium (IGM) produces rich, narrow absorption features blueward of the Ly\( \alpha \) emission line in high-redshift QSO spectra known as the Ly\( \alpha \) forest. The Ly\( \alpha \) forest contains \( \sim 90\% \) of the baryonic matter at \( z \sim 3 \) and can be observed in a wide range of redshifts up to \( z \sim 6 \). Semi-analytic models and numerical simulations have been very successful at explaining the observed properties of the Ly\( \alpha \) forest mainly at low \( \text{H} \) column densities \( N_{\text{H}} \leq 10^{16} \text{ cm}^{-2} \). These theories have shown that the Ly\( \alpha \) forest arises by mildly non-linear density fluctuations in the low-density \( \text{H} \) gas, which follows the underlying dark matter distribution on large scales. Therefore, the Ly\( \alpha \) forest provides a powerful observational constraint on the distribution and evolution of the baryonic matter in the Universe, hence the evolution of galaxies and the large-scale structure (Cen et al. 1994; Rauch et al. 1997b; Theuns et al. 1998a; Davé et al. 1999; Schaye et al. 2000b; Schaye 2001; Kim et al. 2002). In addition, a discovery of triply ionised carbon (\( \text{C} \)) associated with some of the forest absorbers suggests that the forest metal abundances can be utilised to probe early generations of star formation and the feedback between high-redshift galaxies and the surrounding IGM from which they formed (Cowie et al. 1995; Davé et al. 1998; Aguirre et al. 2001b; Schaye et al. 2003; Oppenheimer & Davé 2006).

The physics of the Ly\( \alpha \) forest is mainly governed by two competing processes, the Hubble expansion and the ionising UV background radiation. The Hubble expansion, which causes the gas to cool adiabatically, is rather well-constrained by the cosmological parameters and the primordial power spectrum from the latest WMAP observations (Jarosik et al. 2011). On the other hand, the ionising UV background radiation mainly controls the photoionisation heating and the gas ionisation fraction, thus determining the fraction of the observable \( \text{H} \) gas compared to the hard to observe \( \text{H} \) gas. Unlike the cosmological parameters, the background radiation is not well constrained from both observations and theory. The background radiation is assumed to be provided primarily by the H\( \alpha \) ionising UV background from QSOs and in some degree also from star-forming galaxies (Shapley et al. 2006; Siana et al. 2010) and Ly\( \alpha \) emitters (Iwata et al. 2009). However, the relative contribution from QSOs and galaxies as a function of redshift is not well known. Note that shock heating is not important in the forest due to its low density (Theuns et al. 1998b; Schaye et al. 2000b).

Two main tools to probe the properties of the forest \( N_{\text{H}} \) are the differential column density distribution function (the number of absorbers per unit absorption path length and per unit column density, an equivalent to the galaxy luminosity function) and the number of absorbers for a given \( \text{H} \) column density range per unit redshift, \( dn/dz \). In particular, \( dn/dz \) has been shown to be sensitive to the UV background radiation and its evolution as well as the relative contribution from QSOs and galaxies. At high redshift, the Hubble expansion decreases the gas density. A lower gas density results in a strong reduction of the recombination rate, allowing the gas to settle in a photoionisation equilibrium with a high ionisation fraction. With the nearly constant background radiation, this causes a steep number density evolution. At low redshift, the decrease of the QSO number density at \( z < 2 \) also decreases the available ionising photons. This changes the ionisation fraction in the gas and also counteracts the slow-downed Hubble expansion, resulting...
in a constant number density evolution \(\text{[Theuns et al. 1998a, Davé et al. 1999, Bianchi et al. 2001]}.\)

The result from the HST/FOS QSO Key project shows such a slow change in the \(dn/dz\) evolution at \(z < 1.5\) (\[Weymann et al. 1998\]), compared to a much steeper \(dn/dz\) evolution at \(z > 2\) \(\text{[Kim et al. 1997, 2001, 2002]}.\) The cosmic variance also seems to increase at lower \(z\) \(\text{[Kim et al. 2002]}.\) Unfortunately, recent works which based on better-quality data at \(z < 1.5\) have shown rather ambiguous results with a large scatter in \(dn/dz\) along different sightlines. The only certain observational fact is that all of these studies show a factor of \(~2 – 3\) lower number densities than the Weymann et al. values at \(z < 1.5\). Considering the lack of constraints in \(dn/dz\) from good-quality data at \(1 < z < 1.5\), the redshift evolution of \(dn/dz\) can be viewed as a single power law without any change in \(dn/dz\) at \(0 < z < 3.5\). In order to constrain the evolution of the UV ionising radiation, it should be a prerequisite to probe the robust evolution of \(dn/dz\) as well as the nature of the cosmic variance at \(0 < z < 3.5\).

Here we present the in-depth Voigt profile fitting analysis of 18 high resolution \((R \sim 45,000)\), high signal-to-noise \((\sim 35 – 50)\) QSO spectra obtained with the UVES instrument at the VLT, covering the forest at \(1.7 < z_{\text{forest}} < 3.5\). Our main scientific aims are to derive the redshift evolution of the absorber number density and the different column density distribution function from the largest and most homogeneous set of data available up to now at \(z > 2\). Most previous \(N_{\text{HI}}\) studies utilising high-resolution, high signal-to-noise data at \(z > 2\) have been based on less than 5 sightlines. Even with a couple of sightlines, the statistics on the weak forest is rather robust due to the large number of weak absorbers (about 400 absorbers at \(z \sim 2.5\) per sightline). However, statistics of the strong forest with \(N_{\text{HI}} \geq 10^{15} \, \text{cm}^{-2}\) are not robust enough (about 35 absorbers at \(z \sim 2.5\) per sightline). Cosmic variance also plays an important role at lower redshifts, especially for stronger absorbers \(\text{[Kim et al. 2002]}.\) Therefore, increasing the sample size at \(z \sim 2\) is critical in addressing a robust \(N_{\text{HI}}\) evolution. In addition to this, we have improved previous results in two senses. First, most previous studies on the forest \(N_{\text{HI}}\) have been based on \(\text{Ly}\alpha\)-only profile fitting. This approach does not provide a reliable \(N_{\text{HI}}\) for saturated lines, about \(N_{\text{HI}} \geq 10^{14.5} \, \text{cm}^{-2}\) for the present UVES data. Therefore, we have included all the available high-order Lyman series to derive a reliable \(N_{\text{HI}}\). Second, in recent years there has been some evidence that metals associated with the high-redshift \(\text{Ly}\alpha\) forest are resided in the circum-galactic medium rather than in the intergalactic space far away from galaxies \(\text{[Steidel et al. 2010]}.\) Therefore, we have divided our sample into two groups, one with \(\text{C}\ IV\) (the \(\text{C}\ IV\)-free forest) and another without \(\text{C}\ IV\) (the \(\text{C}\ IV\)-free forest), in order to probe whether there is any difference in the \(N_{\text{HI}}\) evolution between the two samples.

This chapter is organised as follows. Section 3.2 describes the analysed data and both Voigt profile fitting methods. Comparisons with previous studies based on the \(\text{Ly}\alpha\)-only fit are shown in Section 3.3. The analysis based on the high-order Lyman fit is presented in Section 3.4. Column density distribution and evolution of the \(\text{Ly}\alpha\) forest containing \(\text{C}\ IV\) are found in Section 3.5. Finally, we discuss and summarise the main results in Section 3.6. All the results on the number density and the differential column density distribution from our analysis are tabulated in Section 3.7. Throughout this study, the cosmological parameters are assumed to be the matter density \(\Omega_m = 0.3\), the cosmological constant \(\Omega_{\Lambda} = 0.7\) and the current Hubble constant \(H_0 = 100h \, \text{km} \, \text{s}^{-1} \, \text{Mpc}^{-1}\) with
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$h = 0.7$. The logarithm $N_{\text{H}\textsubscript{I}}$ is defined as $\log N_{\text{H}\textsubscript{I}} = \log (N_{\text{H}\textsubscript{I}}/1 \text{ cm}^{-2})$.

3.2. Data and Voigt profile fitting

Table 3.1 lists the properties of the 18 high-redshift QSOs analysed in this study. The spectrum of Q1101−264 is the same one as analysed in Kim et al. (2002), while the rest of spectra are the ones from Kim et al. (2007). The raw spectra were obtained from the ESO VLT/UVES archive and were reduced with the UVES pipeline. All of these spectra have a resolution of $R \sim 45,000$ and heliocentric, vacuum-corrected wavelengths. Readers can refer to Kim et al. (2004) and Kim et al. (2007) for the details of the data reduction.

In order to obtain the absorption line parameters (the redshift $z$, the column density $N$ in cm$^{-2}$ and the Doppler parameter $b$ in km s$^{-1}$), we have performed a Voigt profile fitting analysis using VPFIT\textsuperscript{2}. The details of its procedure and caveats can be found in Carswell, Schaye & Kim (2002) and Kim et al. (2007). Here, we only give a brief description of the fitting procedure.

First, a localised initial continuum of each spectrum was defined using the CONTINUUM/E-CHELLE command in IRAF. Second, we searched for metal lines in the entire spectrum, starting from the longest wavelengths towards the shorter wavelengths. All the identified metal lines were the first to be fit, correctly fixing the same $z$ and $b$ values for the same ionic transitions. When metal lines were embedded in the H\textsubscript{I} forest regions, the H\textsubscript{I} absorption lines blended with metals were also included in the fit. Sometimes the simultaneous fitting of different transitions by the same ion reveals that the initial continuum needs to be adjusted to obtain acceptable ion ratios. In this case, we adjusted the initial continuum accordingly. The rest of the absorption features were assumed to be H\textsubscript{I}.

A typical $z \sim 3$ IGM absorption feature having $b \sim 30$ km s$^{-1}$ starts to saturate around $N_{\text{H}\textsubscript{I}} \geq 10^{14.5}$ cm$^{-2}$ at the UVES resolution and S/N. Unfortunately, $N_{\text{H}\textsubscript{I}}$ and $b$ values of saturated lines are not well constrained. In order to derive reliable $N_{\text{H}\textsubscript{I}}$ and $b$ values, higher-order Lyman series, such as Ly$\beta$ and Ly$\gamma$, have to be included in the fit, as higher-order Lyman series have smaller oscillator strengths and start to saturate at much larger $N_{\text{H}\textsubscript{I}}$. Obtaining reliable $N_{\text{H}\textsubscript{I}}$ is important for a study like ours, which deals with saturated lines.

After fitting metal lines, we have fitted the entire spectrum including all the available higher-order Lyman series. During this process, a small amount of the continuum re-adjustment was often required to achieve a satisfactory fit. With this re-adjusted continuum, we re-fitted the entire spectrum. This iteration process of continuum re-adjustments and re-fitting was then repeated several times until satisfactory fitting parameters were obtained. This produces the final set of fitted parameters for each component of the high-order Lyman fit analysis.

In addition to this high-order fit, we have also performed the same analysis using only the Ly$\alpha$ transition region, i.e. the wavelength range above the rest-frame Ly$\beta$ and below the proximity effect zone. This additional fitting analysis was done, since most previous

\textsuperscript{2}Carswell et al.: http://www.ast.cam.ac.uk/~rfc/vpfit.html
### Table 3.1: Analysed QSOs

<table>
<thead>
<tr>
<th>QSO</th>
<th>z&lt;sub&gt;em&lt;/sub&gt;</th>
<th>z&lt;sub&gt;Lyα&lt;/sub&gt;&lt;sup&gt;b&lt;/sup&gt;</th>
<th>λ&lt;sub&gt;Lyα&lt;/sub&gt; (Å)</th>
<th>λ&lt;sub&gt;Lyαβ&lt;/sub&gt;&lt;sup&gt;c&lt;/sup&gt;</th>
<th>S/N</th>
<th>Lyman limit&lt;sup&gt;d&lt;/sup&gt;</th>
<th>notes&lt;sup&gt;e&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>PKS2126–158</td>
<td>3.279</td>
<td>2.815–3.205</td>
<td>4638–5112</td>
<td>50–200</td>
<td>3457</td>
<td>two sub-DLAs at z =2.768 &amp; 2.638</td>
<td></td>
</tr>
<tr>
<td>Q0420–388</td>
<td>3.116&lt;sup&gt;f&lt;/sup&gt;</td>
<td>2.480–3.038</td>
<td>4231–4909</td>
<td>100–140</td>
<td>3754</td>
<td>a sub-DLA at z =3.087</td>
<td></td>
</tr>
<tr>
<td>HE2347–4342</td>
<td>2.874&lt;sup&gt;f&lt;/sup&gt;</td>
<td>2.336–2.819</td>
<td>4055–4634</td>
<td>100–160</td>
<td>≤ 1160</td>
<td>multiple associated systems</td>
<td></td>
</tr>
<tr>
<td>Q0002–422</td>
<td>2.767</td>
<td>2.209–2.705</td>
<td>3901–4503</td>
<td>60–70</td>
<td>3025</td>
<td></td>
<td></td>
</tr>
<tr>
<td>PKS0329–255</td>
<td>2.704&lt;sup&gt;f&lt;/sup&gt;</td>
<td>2.138–2.651</td>
<td>3815–4439</td>
<td>40–60</td>
<td>3157</td>
<td>associated system at 4513.7 Å</td>
<td></td>
</tr>
<tr>
<td>Q0453–423</td>
<td>2.658&lt;sup&gt;f&lt;/sup&gt;</td>
<td>2.359–2.588</td>
<td>4084–4362</td>
<td>90–100</td>
<td>3022</td>
<td>a sub-DLA at z =2.305</td>
<td></td>
</tr>
<tr>
<td>HE1347–2457</td>
<td>2.609&lt;sup&gt;f&lt;/sup&gt;</td>
<td>2.048–2.553</td>
<td>3705–4319</td>
<td>85–100</td>
<td>2237</td>
<td></td>
<td></td>
</tr>
<tr>
<td>HE2217–2818</td>
<td>2.413</td>
<td>1.886–2.365</td>
<td>3509–4091</td>
<td>1.971–2.365</td>
<td>65–120</td>
<td>2471</td>
<td></td>
</tr>
<tr>
<td>HE1122–1648</td>
<td>2.404</td>
<td>1.891–2.358</td>
<td>3514–4082</td>
<td>1.974–2.358</td>
<td>70–170</td>
<td>≤ 1629</td>
<td></td>
</tr>
<tr>
<td>PKS0237–23</td>
<td>2.223&lt;sup&gt;f&lt;/sup&gt;</td>
<td>1.765–2.179</td>
<td>3361–3865</td>
<td>1.974–2.179</td>
<td>75–110</td>
<td>≤ 3050</td>
<td>a sub-DLA at z =1.673</td>
</tr>
<tr>
<td>PKS1144–232</td>
<td>2.219</td>
<td>1.719–2.175</td>
<td>3306–3860</td>
<td>1.974–2.175</td>
<td>30–90</td>
<td>≤ 3050</td>
<td></td>
</tr>
<tr>
<td>Q1101–264</td>
<td>2.141</td>
<td>1.880–2.097</td>
<td>3503–3765</td>
<td>1.970–2.097</td>
<td>80–110</td>
<td>2597</td>
<td>a sub-DLA at z =1.839</td>
</tr>
</tbody>
</table>

---

<sup>a</sup> The redshift is measured from the observed Ly<sub>α</sub> emission line of the QSOs. The redshift based on the emission lines is known to be underestimated compared to the one measured from the absorption lines of the host galaxies [Tytler & Fan 1992](Vanden Berk et al. 2001).

<sup>b</sup> The redshift range of the Ly<sub>α</sub> forest region analysed for the Ly<sub>α</sub>-only fit.

<sup>c</sup> The redshift range of the Ly<sub>α</sub> forest region analysed for the high-order Lyman fit. The region is listed only when it is different from the Ly<sub>α</sub>-only fit region.

<sup>d</sup> The wavelength of a Lyman limit of each QSO is defined as the wavelength below which the observed flux becomes 0. The values are taken from [Kim et al. 2004](Vanden Berk et al. 2001). When a Lyman limit is not detected within available data, it is denoted to be less than the lowest available wavelength.

<sup>e</sup> When a sub-damped Ly<sub>α</sub> system exists along the sightline, we discard at least 50Å centred at the sub-DLA each side to exclude its influence on the forest, such as a higher frequency or lack of higher-column density forest.

<sup>f</sup> Due to the absorption systems at the peak of the Ly<sub>α</sub> emission line or to the non-single-peak emission line, the measurement is uncertain.

<sup>g</sup> There are very strong O<sub>vi</sub> absorptions mixed with the two saturated Ly<sub>α</sub> absorption systems at 4012–4052Å [Fechner et al. 2004]. Since the fitted line parameters for these Ly<sub>α</sub> systems cannot be well constrained (their corresponding Ly<sub>β</sub> is below the partial Lyman limit produced by the z ~ 2.738 systems), we discarded this wavelength region.

<sup>h</sup> Part of the continuum uncertainties towards shorter wavelengths are due to the local, non-smooth continuum shape, partly due to a lower S/N (~30–35).
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**Figure 3.1:** Numbers of absorption lines as a function of \(N_{\text{H}i}\) at \(2.2 < z < 2.6\) and \(2.8 < z < 3.2\). The Ly\textsubscript{\alpha}-only fits are shown as solid lines, while the high-order Lyman fits are marked as dashed lines. Solid errors indicate the 1\(\sigma\) Poisson errors of the Ly\textsubscript{\alpha}-only fits.

studies on the IGM \(N_{\text{H}i}\) analysis based on Voigt profile fitting utilised only the Ly\textsubscript{\alpha} region. For the Ly\textsubscript{\alpha}-only fit, we kept the same continuum used in the high-order Lyman fitting process. In principle, the difference between two sets of fitted parameters occurs only in the regions where saturated absorption features are included.

In both fitting analyses, we did not tie the fitting parameters, except for the same ion transitions at the same redshift. Fig. 3.1 shows the numbers of absorption lines as a function of \(N_{\text{H}i}\) for both fitting analyses at the two redshift ranges, \(2.2 < z < 2.6\) and \(2.8 < z < 3.2\), in order to illustrate the differences at high and low redshifts. The difference between the two samples occurs mostly at \(N_{\text{H}i} \geq 10^{14.5}\) cm\(^{-2}\) and at \(N_{\text{H}i} \leq 10^{12}\) cm\(^{-2}\). This difference in the line number at \(N_{\text{H}i} \geq 10^{14.5}\) cm\(^{-2}\) seems to be stronger at \(2.8 < z < 3.2\), although it is still within 2\(\sigma\) Poisson errors. On the other hand, the line number at \(N_{\text{H}i} \leq 10^{12}\) cm\(^{-2}\) is more susceptible to the incompleteness than the difference between the two fitting methods. In fact, the incompleteness becomes severe as \(N_{\text{H}i}\) is smaller than \(N_{\text{H}i} \leq 10^{13}\) cm\(^{-2}\) and \(z\) is higher than \(z > 3\) (Kim et al. 1997, 2002). The difference at other column density ranges is smaller, which in turn leads to expect that there is no significant difference between the Ly\textsubscript{\alpha}-only fit and the high-order Lyman fit. Therefore, we restrict our present analysis to \(N_{\text{H}i} \geq 10^{12.75}\) cm\(^{-2}\) at all redshifts. As we want to have a sample with a reliable \(N_{\text{H}i}\), we restrict our analysis to \(z > 1.9\). In addition, regions within ±50\AA to the centre of a sub-damped Ly\textsubscript{\alpha} system (\(N_{\text{H}i} \geq 10^{19}\) cm\(^{-2}\)) are excluded, since they are associated with intervening high-\(z\) galactic disks.

Note that the availability of the high-order Lyman series depends on the redshift of the QSO and whether the sightline contains a Lyman limit at the rest-frame 912\AA. In addition, the amount of blending affects whether a reliable column density can be measured. At high redshifts \(z_{\text{em}} > 3\), line blending becomes severe. However, most UVES spectra also covers down to 3050\AA where Lyman lines higher than Ly\text{\theta} are available in most
3.2. Data and Voigt profile fitting

Figure 3.2.: Total redshift path $dX$ covered with our sample of 18 high-redshift QSOs. The solid line is for the Ly$\alpha$-only fit, while the dashed line for the high-order fit.

cases. On the other hand, at $z_{\text{em}} < 2.5$ the available high-order Lyman lines are rather limited, with mostly Ly$\beta$ and Ly$\gamma$ available. However, line blending is less severe than at higher redshifts. We generated tens of saturated artificial absorption lines and fitted them including and excluding high-order Lyman lines. Our practice shows that unblended absorption features at $N_{\text{H}_1} \leq 10^{17}$ cm$^{-2}$ can be reasonably well constrained with Ly$\alpha$ and Ly$\beta$ only. This indicates that our $N_{\text{H}_1}$ can be also considered reliable even at $z < 2.5$ with Ly$\alpha$ and Ly$\beta$ only.

The total redshift path $dX$ covered by the spectra for both Ly$\alpha$-only and high-order fits is shown in Fig. 3.2. The redshift path is obtained by integrating the Friedmann equation for a $\Omega_M = 0.3$ and $\Omega_\Lambda = 0.7$ universe, and is given by

$$dX = \int \frac{H_0}{H(z)} (1 + z)^2 \, dz$$

(Bahcall & Peebles 1969), where $H_0$ is the Hubble constant at $z = 0$. The redshift coverage of our sample steadily increases with decreasing redshift until it reaches its maximum at $z \sim 2.1$. For redshifts below $z < 1.9$ the coverage decreases rapidly and our sample ends at $z = 1.7$. Note that the lowest redshift possible for the high-order Lyman fit analysis is $z \sim 1.97$, while the Ly$\alpha$-only fit analysis can be possible down to $z \sim 1.7$. The sample coverage of the fit analyses only differ between $2.4 < z < 2.7$, where the coverage of the high-order fit is decreased due to the intervening Lyman limit. At the high redshift end $3.2 < z < 3.6$, the sample only consists of one line of sight. We therefore restrict the sample to redshifts below $z < 3.2$.

In Fig. 3.3 the number of H I absorbers from both fitting methods described above is shown as a function of redshift. The number of absorbers obtained from each fitting analysis is roughly proportional to the redshift path coverage. Therefore, our sample shows the highest H I absorber number around redshift $z \sim 2$ for each fitting analysis, where the sample redshift path coverage also reaches its maximum. The high-order fit analysis reveals a slightly higher number of absorbers between $2 < z < 3$. This is mainly due to the breaking up of some saturated absorbers into multiple components in the
3. The IGM H\textsc{i} column density evolution

![Figure 3.3: Number of H\textsc{i} absorbers as function of redshift in our sample of 18 high-redshift QSOs. The solid line is for the Ly\textalpha-only fit, while the dashed line for the high-order fit.]

high-order fit analysis.

3.3. Comparison with previous studies using Ly\textalpha only

In Sect. 3.2 we have shown that including higher order transitions in the fitting process slightly alters the column density statistics at column densities above $\log N_{\text{H\textsc{i}}} \sim 15.0$. In order to compare our QSO sample with previous studies based only on the Ly\textalpha transition, we briefly present the column density distribution and evolution derived from the Ly\textalpha-only fit in this section. A detailed determination of the differential column density distribution using the high-order fit is presented in Section 3.4.2. All the results from these sections are tabulated in the Section 3.7.

3.3.1. Absorber number density evolution $\frac{dn}{dz}$

The absorber number density $n(z)$ is measured by counting the number of H\textsc{i} absorption lines for a given column density range and a covered redshift range for each line of sight. The line count $n$ is then divided by the covered redshift range $\Delta z$ to obtain $\frac{dn}{dz}$. If forest absorbers have a constant size and a constant comoving number density, its number density evolution due to the Hubble expansion can be described as

$$\frac{dn}{dz} = \pi R^2 N_0 c H(z)^{-1} (1 + z)^2,$$  \hspace{1cm} (3.2)

where $R$ is the size of an absorber, $N_0$ is the local comoving number density and $c$ is the speed of light (Bahcall & Peebles 1969). For our assumed cosmology, Eq. 3.2 becomes

$$\frac{dn}{dz} \propto \frac{(1 + z)^2}{\sqrt{0.3(1 + z)^3 + 0.7}}.$$  \hspace{1cm} (3.3)

At $1 < z < 4.5$, Eq. 3.3 has an asymptotic behaviour of $\frac{dn}{dz} \propto (1 + z)^{-0.6}$, while at $z < 1$ it becomes $\frac{dn}{dz} \propto (1 + z)^{-1.15}$. For higher redshifts the asymptotic behaviour
becomes $dn/dz \propto (1+z)^{0.5}$. Any differences in the observed exponent from what is expected from Eq. 3.3 indicate that the absorber size or/and the comoving density are not constant.

Empirically, $dn/dz$ is described as $dn/dz = A(1+z)^\gamma$. It has been known that $dn/dz$ evolves more rapidly at higher column densities. At $z > 1.5$, a $\gamma \sim 2.9$ is found for $N_{HI} = 10^{14.1-17}$ cm$^{-2}$, and $\gamma \sim 1.4$ for $N_{HI} = 10^{13.1-17}$ cm$^{-2}$ (Kim et al. 2002). At $z < 1.5$, Weymann et al. (1998) found $\gamma \sim 0.16$ and $A \sim 35$ for absorbers with an equivalent width greater than 0.24Å. Later studies on $dn/dz$ which based on the profile fitting using better-quality data show a factor of $\sim 2$–3 lower $dn/dz$ than the one found by Weymann et al. (1998). These studies also shows a larger scatter in $dn/dz$ at $z < 0.2$ with $A \sim 5 - 22$ (Lehner et al. 2007; Williger et al. 2010). Unfortunately these high-quality data lack a complete $z$ coverage at $z < 1.5$, missing mostly at $0.4 < z < 1.0$. Therefore, it is not possible to derive a robust power-law slope $\gamma$ at low redshift and its evolution at $0 < z < 3.5$.

The number density evolution is illustrated in Figs. 3.4, 3.5 and 3.6 for three different column density ranges: $\log N_{HI} = [14, 17]$, [14.5, 17], and [13.1, 14]. The redshift range used in Fig. 3.4, 3.5 and 3.6 is given in Table 3.1 as $z_{Ly\alpha}$. Data compiled from the literature are indicated in the figures: Williger et al. (2010), Lehner et al. (2007), Aracil et al. (2000), Janknecht et al. (2006), Williger et al. (2006), Richter et al. (2004), Sembach et al. (2004), Penton et al. (2000), Savaglio et al. (1999), Weymann et al. (1998), Kim et al. (1997), Kirkman & Tytler (1997), Lu et al. (1996), and Hu et al. (1995).

We performed a linear regression to our data in logarithmic space for the various column density bins, using the maximum likelihood method described in Ripley & Thompson (1987). Their method allows to simultaneously account for the differing line of sight redshift coverage and the uncertainties in the number density. Linear regressions were once obtained from our data including the literature data and once without them. Since for redshifts $z < 1$ (or $\log(1+z) < 0.3$) the number density evolution could remain constant with redshift (Weymann et al. 1998), only the data with redshift $z > 1$ is used for the fit. The resulting parameters are given in Table 3.3.1. An uncertainty estimate of the fit parameters was obtained using the jackknife method.

Fig. 3.4 shows the $dn/dz$ evolution for the column density interval of $\log N_{HI} = [14, 17]$. Our results agree well with previous findings at $z > 1.5$ ($\log(1+z) > 0.4$), confirming that there is a real sightline variation in $dn/dz$. The linear regression to only our results (the solid line) with $\gamma = 4.08 \pm 0.76$ deviates strongly from the fit to all the available data at $z > 1$ ($\log(1+z) > 0.3$) which yields $\gamma = 2.99 \pm 0.26$ (the dashed line). This discrepancy is due to the sparse data of our sample at higher redshift $z > 3.5$ ($\log(1+z) > 0.65$) and the missing constraints at $z < 2.0$. However, the fit to all the available data for redshifts $z > 1$ including the literature values is consistent with the findings of Kim et al. (2002) who found $\gamma = 2.90 \pm 0.25$.

In Fig. 3.5 we present results for the column density interval for stronger absorbers $\log N_{HI} = [14.5, 17]$. The evolution at $z < 2.5$ continues to follow the empirical power-law, although the scatter increases. There is no significant difference between the power law slopes of $\gamma = 3.55 \pm 0.83$ for our data only, of $\gamma = 3.72 \pm 0.52$ for the entire data set including the literature, of $\gamma = 3.11 \pm 0.42$ found by Kim et al. (2002). Kim et al. (2002) discuss a possibility on whether the column density evolution flattens out at $z < 2.5$ ($\log(1+z) < 0.55$) for this column density interval. Even though more data points are
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Figure 3.4: The number density evolution of the Ly\textalpha~forest in the column density range log $N_{\text{HI}} = [14, 17]$ of the Ly\textalpha-only fits. Black filled circles show results from our data set. Grey data points indicate various results obtained from the literature. The solid line show the fit to our data only, while the dashed line are the results including the literature data for $z > 1$ ($\log(1 + z) > 0.3$). The dotted line gives the fit given in Kim et al. (2002). The vertical error bars give the Poisson 1\sigma error.

Figure 3.5: The number density evolution of the Ly\textalpha~forest in the column density range log $N_{\text{HI}} = [14.5, 17]$. All the symbols have the same meaning as in Fig. 3.4.
3.3. Comparison with previous studies using Lyα only

available in this study, this question cannot be conclusively answered and more data covering lower redshifts are required. The scatter is similar to the lower column density interval shown in Fig. 3.4, where an increase in the scatter is seen in the data of Janknecht et al. (2006) at redshifts below $z \sim 2.0$ ($\log(1 + z) \sim 0.45$). This is also the region in which the flattening out of the $dn/dz$ evolution is seen. All this indicates that higher column density systems evolve more rapidly than low column density systems and its number density decreases faster with decreasing redshifts. The increase in the scatter at redshifts $z < 2.5$ might indicate the transition point where the evolving number density changes into a non-evolving one, as is predicted in numerical simulations by Theuns et al. (1998a); Davé et al. (1999).

The line number density evolution for low column density systems in the range of $\log N_{\text{HI}} = [13.1, 14]$ is given in Fig. 3.6. Again the results from our sample agree well with previous results found in the literature. The linear regression to our data gives comparable results to the fit including all available data points. However, these results do not compare well with the linear regression obtained by Kim et al. (2002), which show with $\gamma = 1.18 \pm 0.14$, a more shallow evolution of the line number density. This discrepancy arises due to line blending of low column density systems with denser systems at high redshifts and a lack of any data points at $z < 1.5$ in their sample. Line blending at high redshifts makes the detection of weak systems in the Voigt profile analysis difficult. This effect has been shown to underestimate the line number density of low column density systems by as much as $\sim 30\%$ at $z \sim 3$ ($\log(1 + z) \sim 0.6$) and above (Giallongo et al. 1996). In addition, the robust estimate of the exponent $\gamma$ requires a large $z$ range. Note that the exponent $\gamma = 1.18 \pm 0.14$ found by Kim et al. (2002) matches well with the data at $z < 0.3$, although they did not include any data at $z < 1.5$. Based on the

Figure 3.6.: The number density evolution of the Lyα forest in the column density range $\log N_{\text{HI}} = [13.1, 14]$. All the symbols have the same meaning as in Fig. 3.4.
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Table 3.2.: Table of linear regression results for the number density evolution dn/dz using the Lyα-only fits. Given are fits to our data only and fits including literature data for z > 1.

<table>
<thead>
<tr>
<th>Δ log N_{H I}</th>
<th>log(dn/dz)_0</th>
<th>γ</th>
<th>log(dn/dz)_0</th>
<th>γ</th>
</tr>
</thead>
<tbody>
<tr>
<td>13.64 - 17.0</td>
<td>0.53 ± 0.29</td>
<td>3.01 ± 0.55</td>
<td>0.69 ± 0.17</td>
<td>2.65 ± 0.31</td>
</tr>
<tr>
<td>14.0 - 17.0</td>
<td>-0.33 ± 0.40</td>
<td>4.08 ± 0.76</td>
<td>0.23 ± 0.14</td>
<td>2.99 ± 0.26</td>
</tr>
<tr>
<td>14.5 - 17.0</td>
<td>-0.43 ± 0.44</td>
<td>3.55 ± 0.83</td>
<td>-0.61 ± 0.29</td>
<td>3.72 ± 0.52</td>
</tr>
<tr>
<td>13.1 - 14.0</td>
<td>1.25 ± 0.21</td>
<td>2.07 ± 0.39</td>
<td>1.02 ± 0.08</td>
<td>2.42 ± 0.15</td>
</tr>
<tr>
<td>12.75 - 14.0</td>
<td>1.69 ± 0.17</td>
<td>1.70 ± 0.31</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

data points at 0.5 < z < 2.0 by Janknecht et al. (2006), dn/dz could be considered to flatten out at z < 1 (log(1 + z) ~ 0.3)\(^3\).

3.3.2. The differential column density distribution function

The differential column density distribution function is defined as the number of absorbers per unit redshift path X(z) and per unit column density N_{H I}. The redshift path is calculated using Eq. 3.1. The differential column density distribution is empirically described as a power-law,

$$\frac{dN}{dN_{H I} dX} = \left( \frac{dN}{dN_{H I} dX} \right)_0 N_{H I}^\beta,$$

where (dN/(dN_{H I} dX))_0 gives the normalisation point of the distribution function and \(\beta\) denotes its slope. This power law behaviour has been shown to persist over more than ten orders of magnitudes in column density (Petitjean et al. 1993).

In Fig. 3.7 we present the results using the Lyα-only fits for the entire sample redshift range. The top x-axis is in units of the gas overdensity which was computed according to Eq. 10 by Schaye (2001)

$$N_{H I} \sim 2.7 \times 10^{13} (1 + \delta)^{3/2} T_4^{-0.26} \Gamma_{12}^{-1} \left( \frac{1 + z}{4} \right)^{9/2} \left( \frac{\Omega_b h^2}{0.02} \right)^{3/2} \left( \frac{f_g}{0.16} \right)^{1/2} \text{cm}^{-2}.$$

The gas temperature \(T\) is assumed to be \(T = T_4 \times 10^4 \text{ K}\), the photoionisation rate \(\Gamma = \Gamma_{12} \times 10^{-12} \text{ sec}^{-1}\). The parameter \(f_g\) denotes the fraction of mass in gas. The IGM gas temperature is assumed to be governed by the effective equation of state \(T = T_0(1 + \delta)^{\gamma - 1}\) (Hui & Gnedin 1997). For \(\Gamma_{12}\) and \(\gamma\) we interpolated results obtained by Bolton et al. (2008). We assumed that \(T_0 = 2 \times 10^4 \text{ K}\), \(f_g = 0.16\), and \(\Omega_b h^2 = 0.0227\) (Schaye 2001).

Supplementary to our results, we include observations by Storrie-Lombardi & Wolfe (2000) and O’Meara et al. (2007) for increased column density coverage. Further we

\(^3\)The fitted line parameters by Janknecht et al. (2006) show many lines with \(b < 20 \text{ km s}^{-1}\), about 25% of all lines. They attribute this to their low signal-to-noise data of less than 10. Note that \(N_{H I}\) obtained from the profile fitting analysis for low signal-to-noise data is not reliable.
3.4. Analysis using higher-order transition lines

compare our results with the ones by Petitjean et al. (1993) and Hu et al. (1995). Our results are in good agreement with the Petitjean et al. (1993) data over the whole column density range down to $\log N_{\text{H}} = 12.75$ cm$^{-2}$. At smaller column densities, our results start to deviate from a power law due to the sample incompleteness for weak systems (Kim et al. 1997).

We have fitted the differential column density distribution with a power law in the range of $\log N_{\text{H}} = [12.75, 14]$ cm$^{-2}$, since the data slightly deviates from the power law form at higher column densities. This behaviour has previously been observed by Petitjean et al. (1993) and Kim et al. (1997). We will address this issue in more detail in the next section using results from the high-order fit sample. From the linear regression we find $\log (d N/(d N_{\text{H}} d X))_0 = 7.23 \pm 0.23$ and a slope of $\beta = -1.44 \pm 0.02$. These results are slightly lower than the findings by Hu et al. (1995) who found $\beta = -1.46$ and the ones by Petitjean et al. (1993) obtaining $\beta = -1.49 \pm 0.02$.

3.4. Analysis using higher-order transition lines

In the last section, we checked the Ly$\alpha$ absorber number density evolution and the differential column density distribution obtained from the Ly$\alpha$-only fits for consistency with previous studies. The analysis is now revisited with the results from the Voigt profile analysis including the higher order transitions, hence a sample with a reliable $N_{\text{H}}$. As seen in Fig. 3.1 better constraints on the column density can be obtained with the inclusion of high-order Lyman lines in the fitting process. Therefore it can be established whether the dip seen in the differential column density distribution is a physical feature or just an imprint of uncertainties in $N_{\text{H}}$. All the results from this section are tabulated in the Section 3.7.

3.4.1. The mean number density evolution

We now revisit the line number density evolution using the high-order Lyman sample, as described in the previous section. On a QSO by QSO basis we determine $d n_i/d z$ for a low column density range of $\log N_{\text{H}} = [12.75, 14]$ and for high column densities of $\log N_{\text{H}} = [14, 17]$. The lower column density range is chosen in such a way that the part of the differential column density distribution function which follows a power-law is covered, whereas the $\log N_{\text{H}} = [14, 17]$ interval covers those systems responsible for the dip in $d N/(d N_{\text{H}} d X)$.

The results are presented in Fig. 3.8. Linear regressions from the data are obtained and the resulting parameters are summarised in Table 3.3. Similar to the previous analysis, the line number density shows a decrease with decreasing redshift. No significant differences between the two fits of the Ly$\alpha$-only and the higher-order data are visible. In the case of the $\log N_{\text{H}} = [14, 17]$ interval, the slope of the power law steepens from the Ly$\alpha$-only slope of $\gamma = 4.08 \pm 0.76$ to $\gamma = 4.68 \pm 0.75$ for the high-order fit. However, the slopes of the two samples are still in the $1\sigma$ uncertainty range, rendering the two results consistent to each other. Similar results are obtained for the $\log N_{\text{H}} = [12.75, 14]$ range. The slope decreased from $\gamma = 1.70 \pm 0.31$ to $\gamma = 1.48 \pm 0.29$ for the high-order fit. Again the results from the two samples agree within the $1\sigma$ uncertainty range.
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Figure 3.7.: The differential column density distribution for the entire redshift range of our QSO sample using the Ly\textalpha-only fits. Both black and grey data points show the results from our QSO sample. The grey data points at log \( N_{\text{H\textsubscript{I}}} \) < 12.75 cm\(^{-2}\) mark the column densities that are affected by incompleteness. The stars are the data points obtained by Petitjean et al. (1993). The circles indicate data points derived from data given by Storrie-Lombardi & Wolfe (2000) and O'Meara et al. (2007). The solid line gives the power law fit for log \( N_{\text{H\textsubscript{I}}} \) = [12.75, 14] cm\(^{-2}\). The dotted line represent the fit obtained by Hu et al. (1995). The vertical error bars indicate 1\(\sigma\) Poisson errors. Gas overdensities are computed using Eq. 10 by Schaye (2001) (see text for details).
3.4. Analysis using higher-order transition lines

Up to now, the number density evolution has been only derived on a QSO by QSO basis. Previous studies did not have enough QSO sight lines available to sample the number density evolution at smaller redshift interval $\Delta z$, without suffering from small number statistics. However, our sample of 18 high-redshift QSOs is characterised by a large redshift distance coverage in the redshift range of $1.9 < z < 3.2$ (see Fig. 3.2). As a result, a large number of absorption lines is available for small redshift intervals to combine the individual QSO line lists into one big sample. From this combined sample, the evolution of the mean number density is derived in redshift bins of $\Delta z = 0.1$.

Results of the combined line number density evolution are shown in Fig. 3.9 for identical column density ranges as used in the QSO by QSO analysis. Error bars have been determined using the bootstrap technique. For comparison, results using the Ly$\alpha$-only fits are overplotted for the high column density bin. For the low column density range, the results from the two samples are undistinguishable. The high column density results are similar to the ones obtained from the Ly$\alpha$-only fits, with a slight difference at the low redshift end. The number density is higher in the high-order fits, since some saturated systems break up into multiple components in the high-order Lyman transition. This increases the absorber number density. However the differences between the two samples are smaller than the statistical uncertainties. Only at $z \sim 2.9$ ($\log(1 + z) \sim 0.59$) the difference between the two fitting methods is in the order of $2\sigma$. At this redshift bin, three Lyman limit systems with a column density above $\log N_{\text{HI}} > 17$ are found in the Ly$\alpha$-only fit sample (two in HE0940−1050 and one in Q0420−388). These systems therefore do not contribute to the Ly$\alpha$-only results. However, these Lyman limit systems break up into multiple smaller components with the high-order fit and suddenly contribute substantially to the number count.

Again, linear regressions have been obtained and its parameters are given in Table 3.3. With the combined analysis the scatter in the number density evolution is reduced and we obtain smoother relations than with the QSO by QSO case. This combined analysis produces $dn/dz$ closer to the mean number density evolution than the QSO by QSO analysis. The power law nature of the evolution can thus be more clearly seen.

At low column densities, no differences between the two samples are observed, as expected. The slope of the combined sample is with $\gamma = 1.28 \pm 0.20$ somewhat shallower than for the QSO by QSO analysis. On the other hand, for the high column density sample, the differences in the slopes are larger. The slope of the combined sample decreases to $\gamma = 3.77 \pm 0.49$, which is more consistent with the slope derived in the previous section for the combined literature results of $\gamma = 2.99 \pm 0.26$.

For the high column density sample, a significant deviation from a power law by more than $2\sigma$ is seen at $z = 2.2$ ($\log(1 + z) = 0.5$). For higher redshifts, the evolution shows the smooth power law form. At $z \sim 2.3–2.4$ ($\log(1 + z) \sim 0.52–0.53$), the evolution starts to deviate from a power law and the number density decreases in a dip down to $z \sim 2.2$ ($\log(1 + z) = 0.5$). At $z < 2$ ($\log(1 + z) < 0.48$), the number density increases again and the evolution seems to regain its power law form. This feature is unlikely a result of small number statistics, since our sample coverage is at its largest in the redshift range of the dip. However, keep in mind that this dip happens only at the edge of our sample redshift coverage at $z \sim 2.15$ ($\log(1 + z) \sim 0.49$), where the sightline variation is fairly large. It might also be, that the power-law form is not regained for redshifts below $z < 2$ and that the strong decline in the number density only marks the transition into the regime...
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Figure 3.8.: The line number density evolution derived on a QSO by QSO basis using the high-order Lyman sample for column density intervals of $\log N_{\text{H}\textsubscript{1}} = [12.75, 14]$ and $\log N_{\text{H}\textsubscript{1}} = [14, 17]$. The vertical error bars indicate 1\(\sigma\) Poisson errors. The straight lines denote results from a linear regression to the data with parameters given in Table 3.3.

Figure 3.9.: The line number density evolution of the combined sample as a function of redshift using the high-order Lyman-series sample for column density intervals of $\log N_{\text{H}\textsubscript{1}} = [12.75, 14]$ and $\log N_{\text{H}\textsubscript{1}} = [14, 17]$. The sample is binned in redshift with $\Delta z = 0.1$. For comparison reasons the results of the Ly$\alpha$-only fits (grey open circles) are shown for the $\log N_{\text{H}\textsubscript{1}} = [14, 17]$ interval. The vertical error bars indicate 1\(\sigma\) bootstrap errors. The straight solid lines denote results from a linear regression to the binned data. The dashed line represent the fits of the uncombined sample shown in Fig. 3.8. The parameters of the fits are given in Table 3.3.
Table 3.3.: Table of linear regression results for the number density evolution $dn/dz$ using the high-order Lyman-series dataset. Power law fits to the QSO by QSO data are given, as well as to the results from the combined sample.

<table>
<thead>
<tr>
<th>$\Delta \log N$</th>
<th>$\log(dn/dz)_0$</th>
<th>$\gamma$</th>
<th>$\log(dn/dz)_0$</th>
<th>$\gamma$</th>
</tr>
</thead>
<tbody>
<tr>
<td>12.75 − 14.0</td>
<td>1.79 ± 0.15</td>
<td>1.48 ± 0.29</td>
<td>1.91 ± 0.10</td>
<td>1.28 ± 0.20</td>
</tr>
<tr>
<td>14.0 − 17.0</td>
<td>−0.60 ± 0.41</td>
<td>4.68 ± 0.75</td>
<td>−0.21 ± 0.27</td>
<td>3.77 ± 0.49</td>
</tr>
</tbody>
</table>

where the number density does not evolve anymore. A similar dip is also present in the Lyα-only fits (grey open circles) and is thus not a result of the improved constraints from the high-order fits.

By carefully inspecting the lower column density sample at the redshift of the dip, we find the number density to slightly decrease at $z \sim 2.3$ ($\log(1+z) \sim 0.52$). It then slightly increases again at $z \sim 2.2$ ($\log(1+z) \sim 0.5$). The low column density sample regains its original form faster than in the high column density sample. The physical process responsible for the dip cannot be identified from the number density evolution itself. Whatever the process is, it has to substantially diminish the number of high column density systems at $z \sim 2.15$ ($\log(1+z) \sim 0.5$). These high column density systems have been found to originate in filaments and in the vicinity of galaxies (Miralda-Escudé et al. 1996). Thus it might be possible that an increase in UV photons around massive galaxies due to a peak in the star formation rate at $z \sim 2$ (Madau et al. 1998) is responsible for providing more ionising photons, thus decreasing the amount of neutral hydrogen in these systems. In fact, a similar trend is seen in Fig. 3 of Theuns et al. (1998a), although their simulation contains a UV background dominated by QSOs only and the result is due to the decrease of the UV ionising photons at $z < 2$. Therefore, the beginning of a change in the ionising background might results in a dip at $z \sim 2$.

3.4.2. The differential column density distribution function

Using the high-order fits, we have derived the differential column density distribution function for $1.9 < z < 3.2$ analogous to Section 3.3.2. In Fig. 3.10 we show the results for the entire redshift range. As with the Lyα-only fits, we include observations by Storrie-Lombardi & Wolfe (2000) and O'Meara et al. (2007). Our results show a power law relation which is identical to the results of the Lyα-only fits. As with the Lyα-only fits, the differential column density distribution function shows a deviation from the empirical power law for column densities between $15.0 < \log N_{H_1} < 19.0$.

We fit a power law to the data in the column density range of $\log N_{H_1} = [12.75, 14]$. The linear regression yields a normalisation point of $\log (dN/(dN_{H_1} dX))_0 = 7.46 \pm 0.22$ and a slope of $\beta = -1.44 \pm 0.02$. This result is almost identical to the Lyα-only fit, since differences between the Lyα-only and the high-order fits only appear at $\log N_{H_1} > 15$ (see Fig. 3.10). The high-order fits show a larger number of systems between $15 < \log N_{H_1} < 17$ than the Lyα-only fits. However at higher column densities, the number of absorbers is lower for the higher-order fits than for the Lyα-only fits. This again indicates the breaking up of high column density systems into multiple smaller ones when looking at higher transitions than Lyα.
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Figure 3.10.: The differential column density distribution for the entire redshift range of our QSO sample using the high-order Lyman-series dataset. Black and grey data points below show the results from our QSO sample. The grey data points below $\log N_{\text{H}\text{i}} < 12.75$ mark the column densities that are affected by incompleteness. The light grey data points above $\log N_{\text{H}\text{i}} > 12.75$ mark the results from the Ly\textalpha-only fit. The vertical error bars indicate 1\textsigma Poisson errors. The circles indicate data points from the data given by Storrie-Lombardi & Wolfe (2000) and O'Meara et al. (2007). The solid line gives the power law fit for $\log N_{\text{H}\text{i}} = [12.75, 14]$ as given in the text.
Table 3.4: Table of linear regression results for the differential column density distribution as a function of redshift and column density using the high-order Lyman dataset. Here the normalisation point \( \log (dN/(dN_{HI}dX))_0 \) is denoted by \( A \).

\[
\begin{array}{cccccc}
\text{z} & \log N_{HI} = 12.75 - 14.0 & \log N_{HI} = 14.0 - 15.0 \\
& A & \beta & A & \beta \\
1.9 - 2.2 & 8.14 \pm 0.74 & -1.49 \pm 0.06 & 9.54 \pm 2.72 & -1.61 \pm 0.19 \\
2.2 - 2.7 & 7.35 \pm 0.34 & -1.43 \pm 0.03 & 13.13 \pm 2.26 & -1.84 \pm 0.16 \\
2.7 - 3.2 & 6.85 \pm 0.63 & -1.39 \pm 0.05 & 9.92 \pm 2.08 & -1.61 \pm 0.15 \\
1.9 - 3.2 & 7.48 \pm 0.42 & -1.44 \pm 0.03 & 11.09 \pm 1.13 & -1.71 \pm 0.08 \\
\end{array}
\]

In order to determine the redshift evolution of the differential column density distribution, we split the sample into three redshift bins: \( z = [1.9, 2.2], [2.2, 2.7], \) and \([2.7, 3.2]\). The lowest redshift interval covers the dip seen in the high column density sample of the \( dN/dz \) evolution. Since the column density distribution deviates from a single power law at around \( \log N_{HI} = 14 \), we have individually fitted power laws to four column density intervals of \( \log N_{HI} = [12.75, 14], [14, 15], [15, 18] \), and \([12.75, 22]\), characterising the shape of the distribution function. The resulting parameters are listed in Table 3.4. Unfortunately the uncertainties in the fit parameters do not allow us to constrain the shape of the distribution and its dip as a function of redshift very well. Low uncertainties in the slopes can only be achieved with the results of the whole redshift range. From these results, however, it becomes evident that the lowest and highest column density ranges have similar slopes, and that the intermediate column density range is significantly steeper. In order to better constrain the evolution of the differential column density distribution in the various column density ranges, a much larger observational sample is needed.

The differential column density distributions as a function of redshift are presented in Fig. 3.11 where we overplot the fit of the \( \log N_{HI} = [12.75, 14] \) interval for each redshift bin. Further we overplot the results of the fit to the entire redshift range \( 1.9 < z < 3.2 \) as the dashed line. Comparing the slope of the linear relations shows, that the differential column density distribution becomes slightly steeper with decreasing redshift. In the highest redshift bin, the lowest column density range has a slope of \( \gamma = -1.39 \pm 0.05 \), which increases to \( \gamma = -1.49 \pm 0.06 \) for the lowest redshift bin. Further the scatter in the high column density regime decreases with decreasing redshift due to the larger sample size (compare Fig. 3.2). This is especially true for higher column densities. In order to thoroughly constrain the high column density part and to reduce its variance, the sample size needs to be further increased in future studies. However for low column densities of \( \log N_{HI} < 15.0 \), the differential column density can be reliably determined in all redshift bins.

Let us now focus on column densities above \( \log N_{HI} > 14.0 \). From Fig. 3.10 we have seen that the differential column density distribution deviates from the power law form
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Figure 3.11.: The differential column density distribution as a function of redshift. Black and grey data points show the results from the high-order Lyman sample. The vertical error bars indicate 1\(\sigma\) Poisson errors. The grey data points mark the column densities that are affected by incompleteness. The black solid line gives the power law fit for \(\log N_{\text{H}\textsubscript{i}} = [12.75, 14]\) whereas the grey dashed line resembles the fit to the \(z = [1.9, 3.2]\) redshift range (see Fig. 3.10).

for column densities above \(\log N_{\text{H}\textsubscript{i}} > 14.0\). By looking at the highest redshift bin in Fig. 3.11, it becomes evident that no such deviation is present there. A small deviation by more than 2\(\sigma\) starts to show for the intermediate redshift bin at column densities above \(\log N_{\text{H}\textsubscript{i}} > 14.5\). This deviation increases for the lowest redshift bin and the deviation point shifts to a lower column density of \(\log N_{\text{H}\textsubscript{i}} = 14.0\). This depression at high column densities is directly related to the dip at \(z \sim 2.1\) seen in the number density evolution (compare Fig. 3.9). Thus the mechanism for reducing \(dn/dz\) is also responsible for the deviations in the differential column density distribution. Since the evolution in \(dn/dz\) is seen to regain its original power law form below \(z = 2.0\), the deviation in the differential column density distribution is expected to diminish for lower redshifts. Unfortunately our QSO sample does not include many lines of sight for a good redshift coverage below \(z = 2\) and thus does not allow the derivation of a well constrained \(dN/(dN_{\text{H}\textsubscript{i}} dX)\).

3.5. Characteristics of the metal-enriched forest

The discovery of metal lines which are associated to H\textsubscript{i} absorbers in the Ly\(\alpha\) forest, such as C\textsc{iv} or O\textsc{vi} (Cowie et al. 1995; Songaila 1998; Schaye et al. 2000a), have raised the question of how the IGM has been metal enriched. As the forest is characterised by a high temperature and a low gas density, it is not likely to form stars in-situ. Metals should be transferred from galaxies in some mechanisms such as, for example, galactic outflows (Aguirre et al. 2001b; Schaye et al. 2003; Oppenheimer & Davé 2006). In recent
years, studies on galaxy-galaxy pairs at high redshift have revealed some evidence that metals associated with the Lyα forest reside in the circum-galactic medium (Adelberger et al. 2005; Steidel et al. 2010). In this case, the metal-enriched forest cannot be called the IGM in the conventional sense and is likely to show a different evolutionary behaviour compared to the metal-free forest. In order to learn more about these enriched hydrogen absorbers, we characterise CIV enriched HI systems in this section by determining their number density evolution and differential column density distribution. All the results from this section are tabulated in the Section 3.7.

3.5. Characteristics of the metal-enriched forest

3.5.1. Method

In order to determine whether an HI absorption line is associated with CIV or not, we apply a simple algorithm to our fitted absorber line lists. The algorithm is designed in such a way, that it can be easily applied to model spectra generated from cosmological simulations investigating the IGM metal enrichment.

We consider an HI absorber to be metal enriched, if a CIV line is present in a specific velocity bin ±Δv_{metal} centred on the HI absorber. For each HI absorption line in the line list, we identify all the CIV lines available in the vicinity of the HI line that fall into the velocity bin Δv_{metal}. Then the search range is extended by a factor n_{metal}, and any additional CIV systems lying in the extended velocity range are identified. From all identified CIV lines a noise free transmission spectrum is generated and we check whether any transmission falls below a value of c_{metal} in the velocity range ±Δv_{metal} (centred on the HI line). If the transmission falls below c_{metal} the HI absorber is flagged as CIV enriched.

The parameter n_{metal} ensures that we include any contribution of CIV lines lying outside the ±Δv_{metal} range, which might still contribute to the transmission inside the considered velocity range. This can occur if the wings of a strong CIV absorber fall within ±Δv_{metal}. Further the threshold value of c_{metal} excludes all possible spurious detections and is chosen to be on the order of the noise level. We have thoroughly checked the dependency of our results on c_{metal} and found a value of c_{metal} = 0.95 to be reasonable with our QSO sample. In the following, two choices of Δv_{metal} are considered: a conservative narrow range of ±10 km s\(^{-1}\) and a more generous interval of ±100 km s\(^{-1}\).

3.5.2. Results

CIV enriched absorber number density evolution

Similar to the analysis of all the HI absorbers, we calculate the absorber number density evolution dn_{CIV}/dz on a QSO by QSO basis for all the CIV enriched HI absorbers. Unfortunately the number of enriched systems in our sample is too small to obtain the mean evolution from the combined sample. The resulting dn_{CIV}/dz evolution is shown in Fig. 3.12 for the Δv_{metal} = 100 km s\(^{-1}\) and Δv_{metal} = 10 km s\(^{-1}\) sample from the high-order Lyman fit samples. To increase the redshift coverage, the sample was extended outside the range covered by the high-order sample with the results from the Lyα-only fits at 1.7 < z < 1.9.

As for the entire Lyα forest analysis, the dn_{CIV}/dz evolution resembles a power law. Therefore linear regressions have been obtained from the data set and its results are
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Figure 3.12.: Line number density evolution of all C\textsc{iv} enriched H\textsubscript{i} systems. The black open circles in the upper panel represent a column density interval of log \(N_{\text{H}\textsubscript{i}} = [12.75, 14.0]\) and the grey filled circles in the lower panel represent log \(N_{\text{H}\textsubscript{i}} = [14, 17]\). The error bars mark 1\(\sigma\) Poisson errors. The solid lines represent linear regressions to the data, using the parameters summarised in Table 3.5. The left panels are derived from a \(\Delta v_{\text{metal}} = 100\) km s\(^{-1}\) sample, while the right panels represent \(\Delta v_{\text{metal}} = 10\) km s\(^{-1}\).

Figure 3.13.: The fraction of the C\textsc{iv} enriched H\textsubscript{i} absorber number density to the total absorber number density as a function of redshift. The black open circles represent a column density interval of log \(N_{\text{H}\textsubscript{i}} = [12.75, 14.0]\) and the grey filled circles represent log \(N_{\text{H}\textsubscript{i}} = [14, 17]\). The error bars mark 1\(\sigma\) Poisson errors. The left panels are derived from the \(\Delta v_{\text{metal}} = 100\) km s\(^{-1}\) sample, while the right panels represent the \(\Delta v_{\text{metal}} = 10\) km s\(^{-1}\) sample.

Table 3.5.: Table of linear regression results for the number density evolution \(dN/dz\) of the C\textsc{iv} enriched H\textsubscript{i} forest absorbers.

<table>
<thead>
<tr>
<th>(\Delta \log N)</th>
<th>(\Delta v_{\text{metal}} = 100) km s(^{-1})</th>
<th>(\Delta v_{\text{metal}} = 10) km s(^{-1})</th>
</tr>
</thead>
<tbody>
<tr>
<td>(12.75 - 14.0)</td>
<td>0.61 (\pm) 0.37</td>
<td>1.50 (\pm) 0.68</td>
</tr>
<tr>
<td>(14.0 - 17.0)</td>
<td>-0.09 (\pm) 0.52</td>
<td>2.89 (\pm) 0.98</td>
</tr>
</tbody>
</table>
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Figure 3.14.: A velocity plot of a highly ionised C\textsc{iv} absorber at $z = 2.030069$ towards HE1122–1648. The zero velocity is centred at $z = 2.030069$. Although there is no obvious Ly\alpha absorption seen at the zero velocity, both O\textsc{vi} and N\textsc{v} doublets are present to secure the existence of this absorber. Note that the y-axis range for each ion is different: from the normalised flux 0 to 1 for H\textsc{i} and from 0.5 to 1 for the rest of the ions.

summarised in Table 3.5. Similar to the entire H\textsc{i} sample, the $\Delta v_{\text{metal}} = 100$ km s$^{-1}$ sample shows a decline in the C\textsc{iv} enriched absorber number density with decreasing redshift. This behaviour is present in both column density ranges. Comparing these results with the $dn/dz$ of the entire sample shows that the resulting evolution of the C\textsc{iv} enriched absorbers has a similar slope as the evolution of all H\textsc{i} absorbers. The only difference is that the number densities are shifted to lower values at all redshifts.

This becomes evident in Fig. 3.13, where the fractions between the number densities of the C\textsc{iv} enriched systems $dn_{\text{Civ}}/dz$ and the number density of the entire sample $dn/dz$ are shown. The results for the $\Delta v_{\text{metal}} = 100$ km s$^{-1}$ sample shows that there is no significant evolution of the C\textsc{iv} enrichment fraction for both column density ranges with redshift. For the low column density sample we find that around 7% of all the H\textsc{i} absorbers show C\textsc{iv} enrichment. The C\textsc{iv} enrichment fraction is higher for larger column densities, where around 50% of the absorbers are C\textsc{iv} enriched.

This picture changes slightly for the $\Delta v_{\text{metal}} = 10$ km s$^{-1}$ sample. The $dn_{\text{Civ}}/dz$ evolution in Fig. 3.12 for the high column densities is almost identical to the one of the $\Delta v_{\text{metal}} = 100$ km s$^{-1}$ sample, except a slight shift to lower number densities. Now around 30% to 40% of the high column density H\textsc{i} absorbers in the forest are C\textsc{iv} enriched, showing a slight increase with decreasing redshift. The low column density results, however, indicate a completely different behaviour than in the $\Delta v_{\text{metal}} = 100$ km s$^{-1}$
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Case. Now the number density of the C\textsc{iv} enriched forest does not decline with decreasing redshift, but increases instead. Looking at the enrichment fractions it is seen, that only 2\% of the low column density lines are C\textsc{iv} enriched. However, the fraction of enriched systems increases slightly at $z < 2.2$ ($\log(1+z) < 0.5$) to 4\%, although it is still consistent with no redshift evolution given the large scatter among different sightlines.

The two different velocity intervals in which we look for C\textsc{iv} absorption pick up two distinct groups of C\textsc{iv} absorbers. One group contains strong, saturated high column density H\textsc{i} absorbers. These absorbers are usually accompanied with smaller column density absorbers within a velocity range of $\Delta v < 200$ km s$^{-1}$. In these systems, the C\textsc{iv} absorption is usually found within 20 km s$^{-1}$ to the strongest H\textsc{i} absorber (Kim et al. 2011, in preparation, also see Section 2.4.2 and Fig. 2.7). Therefore these accompanied low column density systems get associated with these C\textsc{iv} absorbers if the velocity range $\Delta v_{\text{metal}}$ is large. With a small velocity search interval, however, only H\textsc{i} systems that have C\textsc{iv} in their direct vicinity are flagged as C\textsc{iv} enriched. This means that the aforementioned low column density systems around strong absorbers are not considered C\textsc{iv} enriched.

Another C\textsc{iv} enriched group consists of usually isolated, low column density H\textsc{i} absorbers associated with C\textsc{iv} absorption, i.e. the same forest population studied by Schaye et al. (2007). An example of such a system is shown in Fig. 3.14 towards HE1122–1648. In this velocity plot (the relative velocity centred at the redshift of an absorber vs normalised flux), an H\textsc{i} absorption feature is hardly recognisable, while the strong O\textsc{vi} and N\textsc{v} doublets are present. The existence of both doublets makes the identification of this absorber secure. Due to the low $N_{\text{H}\textsc{i}}$ and high $N_{\text{metal}}$, these systems show a higher ionisation and a higher metallicity compared to a typical absorber with similar $N_{\text{H}\textsc{i}}$ (Carswell et al. 2002, Schaye et al. 2007). Since photoionisation models indicate that the sizes of these absorbers are rather small at $\sim 100$pc, Schaye et al. (2007) speculate that these systems result from gas streams that could be responsible for transporting metals from galaxies to the surrounding IGM. The number of such highly ionised systems seems to increase with decreasing redshift in the same sample of QSOs (Kim et al. 2011, in preparation, also compare Section 2.3). Since most of the low column density systems picked up by the $\Delta v_{\text{metal}} = 10$ km s$^{-1}$ interval are such highly ionised systems, the evolution of these systems can be quantified with the power-law parameters given in Table 3.5.

Differential column density distribution function of the C\textsc{iv} enriched forest

In Fig. 3.15 the differential column density distribution function for C\textsc{iv} enriched H\textsc{i} absorbers is shown for $1.9 < z < 3.2$. The results of the two different search velocity ranges $\Delta v_{\text{metal}} = 100$ km s$^{-1}$ and $\Delta v_{\text{metal}} = 10$ km s$^{-1}$ are shown. For $\log N_{\text{H}\textsc{i}} > 15.5$, the results are not sensitive to our choice of the search velocity. In Fig. 3.15 this manifests itself the filled circles and stars to be identical at $\log N_{\text{H}\textsc{i}} > 17$. For these column densities, the differential column density distribution function of the enriched systems is slightly shifted to lower values when compared to the entire sample. However, the functional form remains similar to the entire sample, showing a power-law with similar slopes as in the entire sample. This indicates that a large fraction of high column density systems are C\textsc{iv} enriched.
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Figure 3.15.: Differential column density distribution function for all H\textsc{i} Ly\alpha absorbers in our sample (black data points) at $1.9 < z < 3.2$. Grey data points below $\log N_{\text{HI}} < 12.75$ indicate the column densities affected by sample incompleteness. The solid line indicates the fit to the data as in Fig. 3.10. Further the distribution function for C\textsc{iv} enriched H\textsc{i} lines is shown for $\Delta v_{\text{metal}} = 100$ km s$^{-1}$ (filled circles) and $\Delta v_{\text{metal}} = 10$ km s$^{-1}$ (stars). The vertical errors indicate 1σ Poisson errors.
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Below $\log N_{\text{H}i} < 15.5$ the distribution function of the $\text{C}iv$ enriched systems starts to deviate strongly from the entire sample. The power-law slope becomes more shallow for the enriched systems than for the entire sample. Furthermore the slope of the enriched systems depends strongly on the choice of $\Delta v_{\text{metal}}$. The larger search velocity results in a steeper slope than the small one. Again this is due to the $\Delta v_{\text{metal}} = 10 \text{ km s}^{-1}$ sample being predominantly sensitive to highly ionised systems, whereas the larger velocity range is somewhat sensitive to low column density systems in the vicinity of strong systems as well.

The flattening of the distribution function seen at $\log N_{\text{H}i} < 15.5$ by $\text{C}iv$ enriched systems cannot be caused by the incompleteness of the $\text{H}i$ sample. Incompleteness would result in a similar flattening as is seen at $\log N_{\text{H}i} < 12.75$ for the entire sample. However, our sample of $\text{H}i$ absorbers is complete for column densities larger than $\log N_{\text{H}i} > 12.75 \text{ cm}^{-2}$. Therefore the flattening at $\log N_{\text{H}i} < 15.5 \text{ cm}^{-2}$ is a property physically related to $\text{C}iv$ enriched systems only.

The redshift evolution of the distribution function of $\text{C}iv$ enriched and unenriched systems is shown in the upper panel of Fig. 3.16 for the $\Delta v_{\text{metal}} = 100 \text{ km s}^{-1}$ sample. The distribution function is calculated for the redshift ranges $z = [1.5, 1.9], [1.9, 2.2], [2.2, 2.5], [2.5, 3.2]$. The small spacing in redshift is chosen to detect any evolution in the distribution function, especially around the redshift of the $\text{dn}/\text{dz}$ dip discussed in Sect. 3.4.1. Unfortunately the uncertainties are large due to the small coverage of the redshift path in each bin. For the redshift intervals of $z = [1.5, 1.9], [1.9, 2.2], [2.2, 2.5], [2.5, 3.2]$, the redshift paths are $\text{d}X = 1.2, 8.3, 5.1, 8.0$. The lowest redshift bin is mainly used as an indicator of how the evolution of the distribution function continues towards lower redshifts, although the redshift path for this redshift bin is very small.

In all redshift bins most of the systems are $\text{C}iv$ enriched above $\log N_{\text{H}i} > 15.5$ with only a few systems showing no enrichment. However at lower column densities, the unenriched systems dominate. Furthermore the enriched systems do not show any strong evolution with redshift. There is a hint that the $\text{C}iv$ enriched system show a shallower exponent of the distribution function that the unenriched systems at $\log N_{\text{H}i} > 15.5$. The number of unenriched systems becomes lower than the one of the enriched systems with increasing column density and seems to eventually drop off at even higher densities. However, the error bars are still large enough to conclude that there is no significant difference in the distribution function between the two samples at $\log N_{\text{H}i} > 15.5$.

It is interesting to note that the unenriched forest shows a distinct dip at all redshifts around a column density of $\log N_{\text{H}i} \sim 14 - 15$, which evolves with redshift. At $2.5 < z < 3.2$ the dip starts at a column density of $\log N_{\text{H}i} \sim 15.5$. This off-set point shifts towards smaller column densities with decreasing redshift and lies at $\log N_{\text{H}i} \sim 14$ for $1.9 < z < 2.2$. This is very similar to the evolution of the distribution function of the entire forest sample. On the other hand, there is no noticeable dip in the distribution function of the $\text{C}iv$ enriched forest.

The $\text{C}iv$ enriched systems remain unchanged as a single power law above $\log N_{\text{H}i} > 15$, before their distribution function flattens out. However, a larger QSO sample is needed in order to determine more conclusively the evolution of the differential column density distribution for enriched and unenriched systems.

In the lower panel of Fig. 3.16 we show the evolution of the column density distribution function as a function of redshift, now using the $\Delta v_{\text{metal}} = 10 \text{ km s}^{-1}$ sample. Similar
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Figure 3.16: Differential column density distribution function for enriched and unenriched H\textsc{i} Ly\textalpha\ absorbers in our high-order fit sample using $\Delta v_{\text{metal}} = 100$ km s$^{-1}$ (upper panels) and $\Delta v_{\text{metal}} = 10$ km s$^{-1}$ (lower panels) as a function of redshift, except that the Ly\textalpha-only fit sample is used for the $< 1.5 < z < 1.9$ bins. The redshift increases from left to right. The black data points mark systems without any signs of C\textsc{iv} enrichment, whereas red data points indicate C\textsc{iv} enriched systems. The solid black line indicates the fit to the entire sample and the whole redshift range as in Fig. 3.10. The vertical errors indicate 1σ Poisson errors.
to the sample using the large $\Delta v_{\text{metal}}$, there is no apparent evolution with redshift for the C iv enriched systems for $\log N_{\text{HI}} > 15$. As with the $\Delta v_{\text{metal}} = 100$ km s$^{-1}$ sample, the unenriched systems show a similarly evolving dip in the distribution function at $\log N_{\text{HI}} = 14 - 15$. Thus the the differential column density distribution is only sensitive to the search velocity range at column densities below $\log N_{\text{HI}} = 14$ cm$^{-2}$, which we already concluded from the $dn/dz$ results in Section 3.5.2.

The fact that the differential column density distribution of the C iv enriched systems flattens at low column densities can be easily explained by that the enrichment fraction becomes smaller as $N_{\text{HI}}$ decreases, as is evident from Fig. 3.13. At $\log N_{\text{HI}} = [13.0, 13.5, 14.0, 14.5, 15.0, 15.5]$, the fraction of the metal enriched forest is roughly $[0.7, 2, 7, 15, 51, 61] \%$, respectively. On the face value, this result seems to be contradictory to the ones based on the pixel optical depth method. Relating the H i pixel optical depths with the median C iv optical depth, the pixel optical depth method infers that statistically the C iv abundance decreases with decreasing H i optical depth in the form of a power law above a characteristic optical depth of around $\tau_{\text{HI}} \sim 1.5$ (or $\log N_{\text{HI}} \sim 13.7$ with $b = 30$ km s$^{-1}$) (Ellison et al. 2000; Schaye et al. 2003). The relation between H i optical depths and C iv optical depths becomes constant at $\tau_{\text{HI}} \leq 1.5$. This apparent change is claimed to be caused by a washing out of the signal by noises, continuum fitting errors, and other contaminations, and is not a real observational fact.

This in turn suggests that the IGM could be enriched at much lower column density ranges than $N_{\text{HI}} \leq 10^{13.5}$ cm$^{-2}$. On the face value, the optical depth result implies that both the enriched and the unenriched forest would show a similar column density distribution function down to about $N_{\text{HI}} \sim 10^{13.5 - 14.0}$ cm$^{-2}$, since the optical depth method based on the median value statistically shows a linear power-law between $\tau_{\text{HI}}$ and $\tau_{\text{C iv}}$ down to the characteristic $\tau_{\text{HI}} \sim 1.5$. If the number of pixels associated with C iv drops far below 50% of the total number of available pixels, such as our enriched forest, the median C iv optical depth method is not capable of picking up these minor systems. In fact, if we only take the distribution function at $\log N_{\text{HI}} \geq 10^{13.5 - 14}$, we could consider that the C iv enriched forest with $\Delta v_{\text{metal}} = 100$ km s$^{-1}$ can be described with a single power law within the errors. Therefore, our Voigt profile analysis has the advantage that it enables to probe the enrichment of the forest at much smaller column densities. Additionally, it enables the study of the enriched forest in regimes where the population density is much smaller than the ones probed by the optical depth method.

Numerical simulations and theories have shown that the dominating physical process of the forest evolution changes at $z \sim 2$ from the Hubble expansion to the evolution of the ionising background (Theuns et al. 1998a; Davé et al. 1999; Bianchi et al. 2001). Based on this, we can assume that the likely origin of the dip shown both in $dn/dz$ and the differential column density distribution function is caused by the change in the ionising background radiation. The fact that solely the unenriched forest shows the dip, indicates that it in general follows the theoretical prediction of the general IGM evolution. On the other hand, since no dip is present in the enriched forest, this indicates that the enriched systems are not dominated by the meta-galactic UV background, i.e. their ionising radiation does not undergone a significant change. If we assume that metals are only found close to galaxies in the circum-galactic medium as indicated by (Steidel et al. 2010) for $2 < z < 4$ and not far away from galaxies, this lack of a dip in the enriched forest can be easily explained. In the circum-galactic medium, the ionisation state of
the enriched forest is mainly dominated by the local flux stemming from nearby galaxies. The local flux of each star forming galaxy could be seen analogous to the star formation mechanism in different galaxies as an universal process. Therefore, the enriched forest shows a different distribution function compared to the unenriched forest.

In addition, numerical simulations have found that stronger absorbers reside closer to galaxies, while weak absorbers are mostly found far from galaxies. At high column densities of \( \log N_{\text{HI}} > 15 \) which probe regions near galaxies, almost all of the absorbers show associated \( \text{C} \text{IV} \) (see Fig. 3.15). Also the circum-galactic medium would be exposed to a stronger ionising background, which decreases the number of weak absorbers found in the circum-galactic medium. However, far away from the galaxies in to the IGM, where the number of the low column density systems is larger, a large fraction of absorbers are still unenriched. Therefore the column density distribution of the enriched forest flattens out at lower \( \log N_{\text{HI}} \).

Note that the distribution function of the entire forest sample is dominated by the unenriched forest, as the number of the enriched forest becomes lower than the unenriched forest by up to a factor of 100 as \( z \) decreases. Therefore, the distribution function of the entire forest shows a similar behaviour as the unenriched forest, i.e. showing a dip.

### 3.6. Conclusions

Based on an in-depth Voigt profile fitting analysis of 18 high-redshift QSOs obtained from the ESO VLT/UVES archive, we have investigated the \( \text{H} \text{I} \) absorber number density evolution and the differential column density distribution function at \( 1.9 < z < 3.2 \) and for \( \log N_{\text{HI}} = [12.75 – 17.0] \). Two methods of the Voigt profile fitting analysis have been applied, one by fitting absorption profiles only to the \( \text{Ly} \alpha \) transition and another by including higher order Lyman transitions such as \( \text{Ly} \beta \) and \( \text{Ly} \gamma \). These higher order transitions provides a reliable column density measurement of saturated absorption systems, since saturated and blended lines often become unsaturated at higher order transitions. This also enables to resolve the structure of absorbers better. This study is based on by far the largest and most uniform sample of high-quality QSO spectra at \( z > 2 \), increasing the sample size by a factor of 3. In addition, we have also investigated whether there exist any differences in the \( N_{\text{HI}} \) evolution between the \( \text{C} \text{IV} \) enriched forest and the unenriched forest.

We have found that our results based on the \( \text{Ly} \alpha \)-only fit are in good agreement with previous results on a QSO by QSO basis. For our data only (values in brackets indicate results including data from the literature at \( z > 1 \)), the number density \( dn/dz \) is \( dn/dz = 1.25 \pm 0.21 \) \((1 + z)^{2.07 \pm 0.39}\) \((1.02 \pm 0.08 \) \((1 + z)^{2.42 \pm 0.15}\) and \( dn/dz = -0.33 \pm 0.40 \) \((1 + z)^{4.08 \pm 0.76}\) \(0.23 \pm 0.14 \) \((1 + z)^{2.99 \pm 0.26}\) at \( \log N_{\text{HI}} = [13.1 – 14.0] \) and \([14.0 – 17.0]\), respectively. The large difference in the exponent between our sample and the sample including the data from the literature is caused by the fact that our sample does not cover a large redshift range and that the evolution of \( dn/dz \) is more pronounced for stronger absorbers. The scatter between different sightlines becomes larger at lower redshifts and stronger absorbers due to the evolution of the structure formation. The differential column density distribution function is also consistent with previous results. The single power-law exponent is \( \sim -1.44 \pm 0.02 \) at \( 1.9 < z < 3.2 \) and \( \log N_{\text{HI}} = [12.75 – 14.0] \),
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with a deviation from the power law at $\log N_{\text{H}\textsc{i}} = [14.5 - 18.0]$.

The high-order Lyman fits do not show any significantly different results from the ones based on the Ly$\alpha$-only fits. The $dn/dz$ evolution based on a QSO by QSO case yields a very similar result to the Ly$\alpha$-only fit. The mean $dn/dz$ based on the combined sample from all the QSOs is $dn/dz = 1.91 \pm 0.10 (1+z)^{1.28 \pm 0.20}$ and $dn/dz = -0.21 \pm 0.27 (1+z)^{3.77 \pm 0.49}$ at $\log N_{\text{H}\textsc{i}} = [13.1 - 14.0]$ and $[14.0 - 17.0]$, respectively.

However, deriving the evolution of $dn/dz$ from the combined sample shows a dip with a 2-3$\sigma$ significance at $\log N_{\text{H}\textsc{i}} = [14.17]$ at redshifts $2.0 < z < 2.3$. As our QSO sample shows the highest redshift path coverage around the redshift of this dip, the depression cannot be caused by the small redshift coverage of our sample. This dip is also present in the combined Ly$\alpha$-only sample.

Using the high-order fits, we have derived the differential column density distribution function at $1.9 < z < 3.2$ and confirm the existence of a dip in the distribution function between $14 < \log N_{\text{H}\textsc{i}} < 18$ as already seen in Petitjean et al. (1993). At $1.9 < z < 3.2$, the power-law exponent of the differential column density distribution function is $-1.44 \pm 0.03$, $-1.71 \pm 0.08$ and $-1.51 \pm 0.08$ at $\log N_{\text{H}\textsc{i}} = [12.75 - 14.0], [14.0 - 15.0]$ and $[15.0 - 18.0]$, respectively. At lower $z$, the power-law seems to be steeper for the column density range $\log N_{\text{H}\textsc{i}} = [12.75 - 14.0]$ in which the distribution function follows a perfect single power-law. By obtaining the differential column density distribution function for three redshift bins $z = [1.9, 2.2], [2.2, 2.7]$ and [2.7, 3.2], we observe that a dip at high column densities is clearly visible in the lowest redshift bin, while it becomes less pronounced at higher redshifts. The physical process responsible for the dip in the number density evolution is thus also responsible for the dip in the differential distribution function. This dip might be caused by the enhanced ionising background radiation due to the higher cosmic star formation rates at $z \sim 2$, resulting in a change in the ionisation fraction of stronger absorbers. However, the exact cause of this reduction in high column density systems around $z \sim 2$ cannot be constrained from these observations alone.

Further we have associated C\textsc{iv} absorption with H\textsc{i} absorbers using a simple algorithm that can be easily applied to synthetic spectra from metal enrichment simulations of the IGM. For this assigning algorithm, we used two search velocity intervals within which we look for associated C\textsc{iv} around H\textsc{i} absorbers, $\Delta v_{\text{metal}} = 100$ km s$^{-1}$ and $\Delta v_{\text{metal}} = 10$ km s$^{-1}$. We have split our absorber sample into two groups: absorbers associated with C\textsc{iv} tracing the metal enriched forest, and absorbers associated with no C\textsc{iv} tracing the unenriched forest. At $1.9 < z < 3.2$, about 2 – 7% of all absorbers show direct association with C\textsc{iv} at $\log N_{\text{H}\textsc{i}} = [12.75, 14]$, while about 40-50% are metal enriched at $\log N_{\text{H}\textsc{i}} = [14, 17]$. However, these numbers are strongly dependent on the search velocity distance.

At $\log N_{\text{H}\textsc{i}} = [14, 17]$, we find the C\textsc{iv} enriched H\textsc{i} systems to evolve similar to the entire Ly$\alpha$ forest, with a decrease in number with decreasing redshift. However, the enriched systems at $\log N_{\text{H}\textsc{i}} = [12.75, 14]$, show the contrary. The number of enriched absorbers increases with decreasing redshift. This is due to the existence of highly ionised systems at low redshifts. They are characterised by their large $N_{\text{C\textsc{iv}}}$ compared to their $N_{\text{H}\textsc{i}}$, which is usually less than $\log N_{\text{H}\textsc{i}} \leq 14$. These systems are similar to the ones extensively studied by Carswell et al. (2002) and Schaye et al. (2007).

The differential column density distribution function for the enriched and unenriched systems show a significant difference at all of the 3 redshift bins, $z = [1.9, 2.2], [2.2, 2.7],$
and [2.7, 3.2]. The distribution of C\textsc{iv} enriched systems is found to flatten out at log $N_{\text{H}\textsc{i}} < 15$, while the unenriched systems show a power-law distribution similar to the entire forest sample. Depending on the search velocity interval, the number of enriched systems is a factor of 15 ($\Delta v_{\text{metal}} = 100$ km s$^{-1}$) to 126 ($\Delta v_{\text{metal}} = 10$ km s$^{-1}$) lower than the one of the unenriched systems at log $N_{\text{H}\text{i}} = 13$. This is caused by a decrease in the enriched fraction of the Ly\alpha forest as log $N_{\text{H}\text{i}}$ decreases.

The unenriched systems are found to show a drop in number above a characteristic column density between 14 < log $N_{\text{H}\text{i}} < 15.5$. The starting point of this dip in the unenriched absorbers shifts from log $N_{\text{H}\text{i}} = 15.5$ at redshift 2.5 < $z < 3.2$ to lower column densities at lower redshifts. The same physical process causing the $dn/dz$ dip is responsible for this, probably due to the increased UV radiation due to the peak of the cosmic star formation rate at $z \sim 2$. The fact that the unenriched systems show an evolution with redshift, whereas the enriched ones do not, suggests that the two systems are likely to reside in different spatial locations. The C\textsc{iv} enriched forest is found to trace the circum-galactic medium, where the radiation from the galaxies dominate over the meta-galactic ionising background. Therefore this population is not sensitive to any changes in the background radiation. On the other hand, the unenriched forest systems trace the intergalactic medium far away from galaxies and is thus sensitive to the evolution in the ionising background. Besides this evolution, the two groups show no other redshift evolution and the distribution function seems to stay constant at 1.9 < $z < 3.2$. However, tighter constraints from larger sample sizes are needed to better understand the characteristics and evolution of the C\textsc{iv} enriched Ly\alpha forest.

### 3.7. Data

In this appendix we give all the data for the QSO by QSO number density evolution (Table 3.6), the mean number density evolution (Table 3.7), the differential column density distribution for the entire sample (Table 3.8) and for the C\textsc{iv} enriched systems (Table 3.9 and 3.10).
Table 3.7.: Mean number density evolution data for $\Delta z = 0.1$

<table>
<thead>
<tr>
<th>$\log N_{HI}$</th>
<th>$\Delta n/\Delta z$</th>
<th>$\Delta n/\Delta z$</th>
<th>$\Delta n/\Delta z$</th>
<th>$\Delta n/\Delta z$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$z$</td>
<td>$1.05$</td>
<td>$2.85$</td>
<td>$3.65$</td>
<td>$4.05$</td>
</tr>
<tr>
<td>$dN/dz$</td>
<td>$1.05$</td>
<td>$2.85$</td>
<td>$3.65$</td>
<td>$4.05$</td>
</tr>
<tr>
<td>$f$</td>
<td>$1.05$</td>
<td>$2.85$</td>
<td>$3.65$</td>
<td>$4.05$</td>
</tr>
<tr>
<td>$h$</td>
<td>$1.05$</td>
<td>$2.85$</td>
<td>$3.65$</td>
<td>$4.05$</td>
</tr>
<tr>
<td>$f$</td>
<td>$1.05$</td>
<td>$2.85$</td>
<td>$3.65$</td>
<td>$4.05$</td>
</tr>
</tbody>
</table>

Table 3.8.: Differential column density evolution $f = \log (dN/dH_I dX)$

<table>
<thead>
<tr>
<th>$\log N_{HI}$</th>
<th>$f$</th>
<th>$\Delta f$</th>
<th>$\Delta f$</th>
<th>$\Delta f$</th>
<th>$\Delta f$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$z$</td>
<td>$1.05$</td>
<td>$2.85$</td>
<td>$3.65$</td>
<td>$4.05$</td>
<td></td>
</tr>
<tr>
<td>$dN/dz$</td>
<td>$1.05$</td>
<td>$2.85$</td>
<td>$3.65$</td>
<td>$4.05$</td>
<td></td>
</tr>
<tr>
<td>$f$</td>
<td>$1.05$</td>
<td>$2.85$</td>
<td>$3.65$</td>
<td>$4.05$</td>
<td></td>
</tr>
<tr>
<td>$h$</td>
<td>$1.05$</td>
<td>$2.85$</td>
<td>$3.65$</td>
<td>$4.05$</td>
<td></td>
</tr>
<tr>
<td>$f$</td>
<td>$1.05$</td>
<td>$2.85$</td>
<td>$3.65$</td>
<td>$4.05$</td>
<td></td>
</tr>
</tbody>
</table>

Table 3.9.: Differential column density evolution $f = \log (dN/dH_I dX)$ of C IV enriched systems in $\Delta v_{metal} = 100 \text{ km s}^{-1}$

<table>
<thead>
<tr>
<th>$\log N_{HI}$</th>
<th>$f$</th>
<th>$\Delta f$</th>
<th>$\Delta f$</th>
<th>$\Delta f$</th>
<th>$\Delta f$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$z$</td>
<td>$1.05$</td>
<td>$2.85$</td>
<td>$3.65$</td>
<td>$4.05$</td>
<td></td>
</tr>
<tr>
<td>$dN/dz$</td>
<td>$1.05$</td>
<td>$2.85$</td>
<td>$3.65$</td>
<td>$4.05$</td>
<td></td>
</tr>
<tr>
<td>$f$</td>
<td>$1.05$</td>
<td>$2.85$</td>
<td>$3.65$</td>
<td>$4.05$</td>
<td></td>
</tr>
<tr>
<td>$h$</td>
<td>$1.05$</td>
<td>$2.85$</td>
<td>$3.65$</td>
<td>$4.05$</td>
<td></td>
</tr>
<tr>
<td>$f$</td>
<td>$1.05$</td>
<td>$2.85$</td>
<td>$3.65$</td>
<td>$4.05$</td>
<td></td>
</tr>
</tbody>
</table>

Table 3.10.: Differential column density evolution $f = \log (dN/dH_I dX)$ of C IV enriched systems in $\Delta v_{metal} = 10 \text{ km s}^{-1}$

<table>
<thead>
<tr>
<th>$\log N_{HI}$</th>
<th>$f$</th>
<th>$\Delta f$</th>
<th>$\Delta f$</th>
<th>$\Delta f$</th>
<th>$\Delta f$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$z$</td>
<td>$1.05$</td>
<td>$2.85$</td>
<td>$3.65$</td>
<td>$4.05$</td>
<td></td>
</tr>
<tr>
<td>$dN/dz$</td>
<td>$1.05$</td>
<td>$2.85$</td>
<td>$3.65$</td>
<td>$4.05$</td>
<td></td>
</tr>
<tr>
<td>$f$</td>
<td>$1.05$</td>
<td>$2.85$</td>
<td>$3.65$</td>
<td>$4.05$</td>
<td></td>
</tr>
<tr>
<td>$h$</td>
<td>$1.05$</td>
<td>$2.85$</td>
<td>$3.65$</td>
<td>$4.05$</td>
<td></td>
</tr>
<tr>
<td>$f$</td>
<td>$1.05$</td>
<td>$2.85$</td>
<td>$3.65$</td>
<td>$4.05$</td>
<td></td>
</tr>
</tbody>
</table>
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We present the new parallel version (pCRASH2) of the cosmological radiative transfer code CRASH2 for distributed memory supercomputing facilities. The code is based on a static domain decomposition strategy inspired by geometric dilution of photons in the optical thin case that ensures a favourable performance speed-up with increasing number of computational cores. Linear speed-up is ensured as long as the number of radiation sources is equal to the number of computational cores or larger. The propagation of rays is segmented and rays are only propagated through one sub-domain per time step to guarantee an optimal balance between communication and computation. We have extensively checked pCRASH2 with a standardised set of test cases to validate the parallelisation scheme. The parallel version of CRASH2 can easily handle the propagation of radiation from a large number of sources and is ready for the extension of the ionisation network to species other than hydrogen and helium.

4.1. Introduction

The field of computational cosmology has developed dramatically during the last decades. Especially the evolution of the baryonic physics has played an important role in the understanding of the transition from the smooth early universe to the structured present one. We are especially interested in the development of the intergalactic ionising radiation field and the thermodynamic state of the baryonic gas. First measurements of the epoch of reionisation are soon expected from new radio interferometers such as LOFAR\(^2\) or MWA\(^3\), which will become operative within one year. The interpretation of these measurements requires, among others, a treatment of radiative transfer coupled to cosmological structure formation.

Over the last decade, many different numerical algorithms have emerged, allowing the continuum radiative transfer equation to be solved for arbitrary geometries and density distributions. A substantial fraction of the codes solve the radiative transfer (RT) equation on regular or adaptive grids (for example see Gnedin & Abel (2001); Abel & Wandelt (2002); Razoumov et al. (2002); Mellema et al. (2006)). Other codes developed schemes that introduce RT into the SPH formalism (Pawlik & Schaye 2008; Petkova & Springel 2009; Hasegawa & Umemura 2010) or into unstructured grids (Ritzerveld et al. 2003; Paardekooper et al. 2010). The large amount of different numerical strategies prompted a comparison of the different methods on a standardised problem set. For

---

\(^1\)Accepted in MNRAS for publication as Partl, A.M.; Maselli, A.; Ciardi, B.; Ferrara, A.; and Müller, V. MNRAS 2011.

\(^2\)http://www.lofar.org/

\(^3\)http://www.mwatelescope.org/
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results of this comparison project we refer the reader to Iliev et al. (2006) and Iliev et al. (2009), where the performance of 11 cosmological RT and 10 radiation hydrodynamic codes are systematically studied.

Our straightforward and very flexible approach is based on a ray-tracing Monte Carlo (MC) scheme. Exploiting the particle nature of a radiation field, it is possible to solve the RT equation for arbitrary three-dimensional Cartesian grids and an arbitrary distribution of absorbers. By describing the radiation field in terms of photons, which are then grouped into photon packets containing a large number of photons each, it is possible to solve the RT along one dimensional rays. With this strategy the explicit dependence on direction and position can be avoided. Instead of directly solving for the intensity field only the interaction of photons with the gas contained in the cells needs to be modelled, as done in long and short characteristics algorithms (Mellema et al. 2006; Rijkhorst et al. 2006; Whalen & Norman 2006). MC ray-tracing schemes differ from short and long characteristic methods. Instead of casting rays through the grid to each cell in the computational domain, the radiation field is described statistically by shooting rays in random directions from the source. However unlike in fully Monte Carlo transport schemes where the location of the photon matter interaction is determined by sampling the packet’s mean free path, the packets are propagated and attenuated through the grid from cell to cell along rays until all the photons are absorbed or the packets exits the computational domain. This allows for an efficient handling of multiple point sources and diffuse radiation fields, such as recombination radiation or the ultraviolet (UV) background field. Additionally this statistical approach easily allows for sources with anisotropic radiation. A drawback of any Monte Carlo sampling method however is the introduction of numerical noise. By increasing the number of rays used for the sampling of the radiation field though, numerical noise can be reduced at cost of computational resources.

Such a ray-tracing MC scheme has been successfully implemented in our code CRASH2, which is, to date, one of the main references among RT numerical methods used in cosmology. CRASH was first introduced by Ciardi et al. (2001) to follow the evolution of hydrogen ionisation for multiple sources under the assumption that hydrogen has a fixed temperature. Then the code has been further developed by including the physics of helium chemistry, temperature evolution, and background radiation (Maselli et al. 2003; Maselli & Ferrara 2005). In its latest version, CRASH2, the numerical noise by the MC sampling has been greatly reduced through the introduction of coloured photon packets (Maselli et al. 2009).

The problems that are being solved with cosmological RT codes become larger and larger, in terms of computational cost. Especially, the study of reionisation is a demanding task, since a vast number of sources and large volumes are needed to properly model the era of reionisation (Baek et al. 2009; McQuinn et al. 2007; Trac & Cen 2007; Iliev et al. 2006). Furthermore the addition of more and more physical processes to CRASH2 requires increased precision in the solution. To study such computationally demanding models with CRASH2, the code needs support for parallel distributed memory computers. In this chapter we present the parallelisation strategy adopted for our MPI parallel version of the latest version of the serial CRASH2 code, which we call pCRASH2.

The chapter is structured as follows. First we give a brief summary of the serial CRASH2 implementation in Section 4.2. In Section 4.3 we review the existing parallelisation
4.2. CRASH2: Summary of the algorithm

In this Section we briefly summarise the CRASH2 code. A complete description of the algorithm is found in Maselli et al. (2003) and in Maselli et al. (2009), with an additional detailed description of the implementation for the background radiation field given in Maselli & Ferrara (2005). We refer the interested reader to these papers for a full description of CRASH2.

CRASH2 is a Monte-Carlo long-characteristics continuum RT code, which is based on ray-tracing techniques on a three-dimensional Cartesian grid. Since many of the processes involved in RT, like recombination emission or scattering processes, are probabilistic, Monte Carlo methods are a straightforward choice in capturing these processes adequately. CRASH2 therefore relies heavily on the sampling of various probability distribution functions (PDFs) which describe several physical processes such as the distribution of photons from a source, re-emission due to electron recombination, and the emission of background field photons. The numerical scheme follows the propagation of ionising radiation through an arbitrary H/He static density field and captures the evolution of the thermal and ionisation state of the gas on the fly. The typical RT effects giving rise to spectral filtering, shadowing and self-shielding are naturally captured by the algorithm.

The radiation field is discretised into distinct energy packets, which can be seen as packets of photons. These photon packets are characterised by a propagation direction and their spectral energy content $E(\nu_j)$ as a function of discrete frequency bins $\nu_j$. Both the radiation fields arising from multiple point sources, located arbitrarily in the box, and from diffuse radiation fields such as the background field or radiation produced by recombining electrons are discretised into such photon packets.

Each source emits photon packets according to its luminosity $L_s$ at regularly spaced time intervals $\Delta t$. The total energy radiated by one source during the total simulation time $t_{\text{sim}}$ is $E_s = \int_0^{t_{\text{sim}}} L_s(t_s) \, dt_s$. For each source, $E_s$ is distributed in $N_p$ photon packets. The energy emitted per source in one time step is further distributed according to the source’s spectral energy distribution function into $N_\nu$ frequency bins $\nu_j$. We call such a photon packet a coloured packet. Then for each coloured packet produced by a source in one time step, an emission direction is determined according to the angular emission PDF of the source. Thus $N_p$ is the main control parameter in CRASH2 governing both the time resolution as well as the spatial resolution of the radiation field.

After a source produced a coloured packet, it is propagated through the given density field. Every time a coloured packet traverses a cell $k$, the length of the path within each crossed cell is calculated and the cell’s optical depth to ionising continuum radiation $\tau_c^k$ is determined by summing up the contribution of the different absorber species (H I, He I, He II). The total number of photons absorbed in cell $k$ per frequency bin $\nu_j$ is thus

$$N_{A,\gamma}^{(k)} = N_{T,\gamma}^{(k-1)}(\nu_j) \left[1 - e^{-\tau_c^k(\nu_j)} \right]$$

(4.1)
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where $N_{\gamma}^{(k-1)}$ is the number of photons transmitted through cell $k-1$. The total number of absorbed photons is then distributed to the various species according to their contribution to the cell’s total optical depth. Before the packet is propagated to the next cell, the cell’s ionisation fractions and temperature are updated by solving the ionisation network for $\Delta x_{\text{H}}$, $\Delta x_{\text{He}}$, and by solving for changes in the cells temperature $\Delta T$ due to photo-heating and the changes in the number of free particles of the plasma. The number of recombining electrons $N_{\text{rec}}$ is recorded as well and is used for the production of the diffuse recombination radiation. In addition to the discrete process of photoionisation, $\text{CRASH2}$ includes various continuous ionisation and cooling processes in the ionisation network (bremsstrahlung, Compton cooling/heating, collisional ionisation, collisional ionisation cooling, collisional excitation cooling, and recombination cooling).

After these steps, the photon packet is propagated to the next cell and these steps are repeated until the packet is either extinguished or, if periodic boundary conditions are not considered, until it leaves the simulation box. At fixed time intervals $\Delta t_{\text{rec}}$, the grid is checked for any cell that has experienced enough recombination events to reach a certain threshold criteria $N_{\text{rec}} \geq f_{\text{rec}} N_a$, where $N_a$ is the total number of species "$a$" atoms and $f_{\text{rec}} \in [0,1]$ is the recombination threshold. If the reemission criteria is fulfilled, a recombination emission packet is produced by sampling the probability that a photon with energy larger than the ionisation threshold of H or He is emitted. The spectral energy distribution of the photon packet is determined by the Milne spectrum ([Mihalas & Weibel](1984)). After the reemission event, the cell’s counter for recombination events is put to zero and the photon packet is propagated through the box.

For further details on the algorithm and its implementation, we again refer the reader to the papers mentioned above.

4.3. Parallelisation strategy

Monte Carlo radiation transfer methods are a powerful and easy to implement class of algorithms that enable a determination of the radiation intensity in a simulation grid or on detectors (such as CCDs or photographic plates). Photons originating at sources are followed through the computational domain, i.e. the whole simulation box, up to a grid cell or the detector in a stochastic fashion ([Jonsson](2006); [Juvela](2005); [Bianchi et al.](1996)). If only the intensity field is of interest, a straightforward parallelisation strategy is to mirror the computational domain and all its sources on multiple processors, so that every processor holds a copy of the same data set. Then each node (a node can consist of multiple computational cores) propagates its own subset of the global photon sample through the domain until the grid boundary or the detector plane is reached. At the end, the photon counts which were determined independently on each node or core are gathered to the master node and are summed up to obtain the final intensity map ([Marakis et al.](2001)). This technique is also known as reduction. This strategy however only works if the memory requirement of the problem setup fits the memory available to each core. What if the computational core’s memory does not allow for duplication of the data?

To solve this problem, hybrid solutions have been proposed, where the computational domain is decomposed into sub-domains and distributed to multiple task farms ([Alme...](2007)).
4.3. Parallelisation strategy

Each task farm is a collection of nodes and/or cores working on the same sub-domain. A task farm can either reside on just one computational node, or it can span over multiple nodes. Each entity in the task farm propagates photons individually through the sub-domain until they reach the border or a detector. If photons reach the border of the sub-domain, they are communicated to the task farm containing the neighbouring sub-domain. The cumulated intensity map is obtained by first aggregating the different contributions of the computational cores in each task farm, and then by merging the solutions of the individual task farms. The hybrid use of distributed (multiple nodes per task farm) and shared memory concepts (domain is shared between all cores per task farm) allows to balance the amount of communication that is needed between the various task farms, and the underlying computational complexity.

However this method has two potential drawbacks. If, in a photon scattering process, the border of the sub-domain lies unfavourably in the random walk, and the photon crosses the border multiple times in one time step, a large communication overhead is produced, slowing down the calculation. This eventuality arises in optically thick media. Further, in an optically thin medium, the mean free path of the photons can be larger than the sub-domain size. If the photons need to pass through a number of sub-domains during one time step, they need to be communicated at every border crossing event. This causes a large synchronisation overhead. Sub-domains would need to communicate with their neighbours often per time step, in order to allow a synchronous propagation of photons through the domain. Since in CRASH2 photons are propagated instantly through the grid, each photon might pass through many sub-domains, triggering multiple synchronisation events. This important issue has to be taken into account in order to avoid inefficient parallelisation performance and scalability.

These task farm methods usually assume that the radiation intensity is determined separately from additional physical processes, while in cosmological radiative transfer methods the interest is focused on the coupling of the ionising radiation transfer and the evolution of the chemical and thermal state of the gas in the IGM. In CRASH2 a highly efficient algorithm is obtained by coupling the calculation of the intensity in a cell with the evaluation of the ionisation network. The ionisation network is solved each time a photon packet passes through a cell, altering its optical depth. However, if on distributed architectures the computational domain is copied to multiple computational nodes, one would need to ensure that each time the optical depth in a cell is updated, it has to be updated on all the nodes containing a copy of the cell. This would produce large communication overheads. Further, special care needs to be taken to prevent two or more cores from altering identical cells at the same time, again endangering the efficiency of the parallelisation.

One possibility to avoid the problem of updating cells across multiple nodes would be to use a strict shared memory approach, where a task farm consists of only one node and all the cores have access to the same data in memory. Such an OpenMP parallelisation of the CRASH2 Monte Carlo method has been feasible for small problems (Partl et al. 2010) where the problem size fits one shared computational node, but would not perform well if the problem needs to be distributed over multiple nodes. However the unlikely case of multiple cores accessing the same cell simultaneously still remains with such an approach.

We have decided to use the more flexible approach, by parallelising CRASH2 for dis-
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Enabling parallel computing in CRASH distributed memory machines using the MPI library. Using a distributed MPI approach however requires the domain to be decomposed into sub-domains. Each sub-domain is assigned to only one core, which means that the sub-domains become rather small when compared to the task farm approach. Since in a typical simulation the photon packets will not be homogeneously distributed, the domain decomposition needs to take this into account, otherwise load imbalances dominate over performance. This can be addressed by adaptive load balancing, which is technically complicated to achieve, though. An alternative approach is to statically decompose the grid using an initial guess of the expected computational load. This is the method we adopted for pCRASH2.

In order to optimise the CRASH2 code basis for larger problem sizes, the routines in CRASH2 handling the reemission of recombination radiation had to be adapted. Since pCRASH2 greatly extends the maximum number of photon packets that can be efficiently processed by the code, we revert changes introduced in the recombination module of the serial version CRASH2 to reduce the execution time. To handle recombination radiation in CRASH2 effectively, photon packets produced by the diffuse component were only emitted at fixed time steps. At these specific time steps, the whole grid was searched for cells that fulfilled the reemission criterium and reemission packets were emitted. This approach allowed the sampling resolution with which the diffuse radiation field was resolved to be controlled, depending on the choice of the recombination emission time interval.

Searching the whole grid for reemitting cells becomes a bottle neck when larger problem sizes are considered. In pCRASH2 we therefore reimplemented the original prescription for recombination radiation as described in the Maselli et al. (2003) paper. Diffuse photons are emitted whenever a cell is crossed by a photon packet and the recombination threshold in the cell has been reached. This results in a more continuous emission of recombination photons and increases the resolution with which this diffuse field is sampled. The two methods converge when the time interval between reemission events in CRASH2 is chosen to be very small.

4.3.1. Domain decomposition strategy

An intuitive solution to the domain decomposition problem is to divide the grid into cubes of equal volume. However in CRASH2 this would result in very bad load balancing and would deteriorate the scaling performance. The imbalance arises firstly from the large surface through which packets need to be communicated to the neighbouring domain, resulting in large communication overhead. A decomposition strategy that minimises the surface of the sub-domains reduces the amount of information that needs to be passed on to neighbouring domains. Secondly, the main contribution to the imbalance stems from the fact that the sub-domain where the source is embedded has to process more rays than sub-domains further away, a problem common to all ray tracing techniques. Good scaling can thus only be achieved with a domain decomposition strategy that addresses these two issues simultaneously. The issue of minimal communication through small sub-domain surfaces can be solved with the right choice of how the sub-domains are constructed. The problem of optimal computational load can only be handled with a good work load estimator which we now want to address.

[^4]: [http://www.mpi-forum.org](http://www.mpi-forum.org)
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Figure 4.1.: Schematic view of the decomposition strategy with one source in the lower left corner. The ray density decreases with $r^{-2}$ from the source. The Hilbert curve (black) is integrated until the threshold of the expected workload for each core is reached and the domain is cut (indicated by dashed lines). See text for details.

In an optically thin medium the average number of rays to be processed at radius $r$ is proportional to the ray density $\rho_\gamma(r) \propto r^{-2}$, as a consequence of geometric dilution. As we do not have an a-priori knowledge of the evolution of the optical depths distribution throughout a given run, we estimate the ray density in the optically thin approximation and use this as a work load estimator for the domain decomposition.

For each cell at position $\mathbf{r}_{\text{cell}}$ and each source, the expected ray density $\rho_\gamma$

$$\rho_\gamma(\mathbf{r}_{\text{cell}}) = \sum_{\text{sources}} |\mathbf{r}_{\text{source}} - \mathbf{r}_{\text{cell}}|^{-2}$$

(4.2)

is evaluated, where $\mathbf{r}_{\text{source}}$ gives the position vector of the source and $\mathbf{r}_{\text{cell}}$ the position of the cell. This yields a direct estimate of the computational time spent in each cell. It has to be stressed that, if for a given run large portions of the volume remain optically thick, the chosen estimator does not produce an optimal load balancing. Nevertheless for these cases it is not possible to predict the evolution of the opacity distribution before running the radiative transfer calculation, so we retain the optically thin approximation as a compromise.

In order to achieve a domain decomposition that requires minimum communication needs (i.e. the surface of the sub-domain is small which reduces the amount of information that needs to be communicated to the neighbours) and assures the sub-domains to be locally confined (i.e. that communication between nodes does not need to be relayed far through the cluster network over multiple nodes), pCRASH2 implements the widely
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used approach of decomposing along a Peano-Hilbert space filling curve \cite{Teyssier2002, Springel2005, Knollmann2009}. The Peano-Hilbert curve is used to map the cartesian grid from the set of normal numbers \(N^3\) to a one dimensional array in \(N^1\). To construct the Peano-Hilbert curve mapping of the domain, we use the algorithm by Chenyang et al. \cite{Chenyang2008} (see Section 4.6 for details on how the Peano-Hilbert curve is constructed). Then the work estimator is integrated along the space-filling curve, and the curve is cut whenever the integral exceeds \(\sum_i \rho_{i,j}/N_{CPU}\). The sum gives the total work load in the grid and \(N_{CPU}\) the number of CPUs used. This process is repeated until the curve is partitioned into consecutive segments and the grid points in each segment are assigned to a subdomain. Because the segmentation of the Peano-Hilbert curve is consecutive, the sub-domains by construction are contiguously distributed on the grid and are mapped to nodes that are adjacent on the MPI topology. The mapping of the sub-domains onto the MPI topology first maps the sub-domains to all the cores on the node, and then continues with the next adjacent node, filling all the cores there. The whole procedure is illustrated in Fig. 4.1.

4.3.2. Parallel photon propagation

One of the simplifications used in many ray-tracing radiation transfer schemes is that the number of photons at any position along a ray is only governed by the absorption in all the preceding points. This approximation is generally known as the static approximation to the radiative transfer equation \cite{Abel1999}. In CRASH2 we recursively solve eq. 4.1 until the ray exits the box or all its photons are absorbed. Depending on the length and time scales involved in the simulation, the ray can reach distances far greater than \(c \times \Delta t\) and the propagation can be considered to be instantaneous. In such an instant propagation approximation, each ray can pass through multiple sub-domains. At each sub-domain crossing, rays need to be communicated to neighbouring sub-domains. In one time step, there can be multiple such communication events, each enforcing some synchronisation between the different sub-domains. Such a scheme can be efficiently realised with a hybrid characteristics method \cite{Rijkhorst2006}, but has the drawback of a large communication overhead.

To minimise the amount of communication phases per time step, we follow a different approach by truncating the recursive solution of eq. 4.1 at the boundaries of the sub-domains. Instead of letting rays pass through multiple sub-domains in one time-step, rays are only processed until they reach the boundary of the enclosing sub-domain. At the border, they are then passed on to the neighbouring sub-domain. Once received, however, they will not be immediately processed by the neighbour. Propagation of the ray is continued in to the next time step. The scheme is illustrated in Fig. 4.2. In this way, each sub-domain needs to communicate only once per time step with all its neighbours, resulting in a highly efficient scheme, assuming that the computational load is well distributed.

Propagation is thus delayed and a ray needs at most \(\approx 2(N_{CPU})^{1/3}\) time steps to pass through the box (assuming equipartition). The delay with which a ray is propagated through the box depends on the size of the time-step and the number of cores used. The larger the time-step is, the bigger the delay. The same applies for the number of cores.

If the crossing time of a ray in this scheme is well below the physical crossing time,
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Figure 4.2.: Illustration of rays propagating through the distributed computational domain at three time-steps $t_i, t_{i+1}$, and $t_{i+2}$. To simplify the illustration, a box domain decomposition strategy is shown, where each square resembles one sub-domain. Further we assume that the source only emits two rays per time-step. The rays are propagated to the edges of each sub-domain during one time step. Then they are passed on to the neighbouring sub-domain to be processed in the next time step.

the instant propagation approximation is considered retained. However rays will have differing propagation speeds from sub-domain to sub-domain. In the worst case scenario a ray only passes through one cell of a sub-domain. Therefore the minimal propagation speed is $v_{\text{prop, min}} \approx 0.56 \Delta l / \Delta t$, where $\Delta l$ is the size of one cell, $\Delta t$ the duration of one time step, and the factor 0.56 is the median distance of a randomly oriented ray passing through a cell of size unity as given in Ciardi et al. (2001). If the propagation speed of a packet is $v_{\text{prop, min}} \gg c$, the propagation can be considered instantaneous, as in the original CRASH2. Even if this condition is not fulfilled and $v_{\text{prop, min}} < c$, the resulting ionisation front and its evolution can still be correctly modelled (Gnedin & Abel 2001), if the light crossing time is smaller than the ionisation timescale, i.e. when the ionisation front propagates at velocities much smaller than the speed of light. However the possibility exists, that near to a source, the ionisation timescale is shorter than the crossing time, resulting in the ionisation front to propagate at speeds artificially larger than light (Abel et al. 1999). With the segmented propagation scheme it has thus to be assured that the simulation parameters are chosen in such a way that the light crossing time is always smaller than the ionisation time scale.

The adopted parallelisation scheme can only be efficient, if the communication bandwidth per time step is saturated. Each time two cores need to communicate, there is a fixed overhead needed for negotiating the communication. If the information that is transferred in one communication event is small, the fixed overhead will dominate the communication scheme. It is therefore important to make sure that enough information is transferred per communication event for the overhead not to dominate the communication scheme. The original CRASH2 scheme only allowed for the propagation of one photon packet per source and time-step. In order to avoid the problem described above, this restriction has been relaxed and each source emits multiple photon packets per time step (Partl et al. 2010). Therefore in addition to the total number of photon packet produced per source $N_p$, a new simulation parameter governing the total number of time steps $N_t$ is
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introduced. The number of packets emitted by a source in one time step is thus $N_p/N_t$.

As in CRASH2, the choice of the global time step should not exceed the smallest of the following characteristic time scales: ionisation time scale, recombination time scale, collisional ionisation time scale, and the cooling time scale. If this condition is not met, the integration of the ionisation network and the thermal evolution is sub-sampled.

4.3.3. Parallel pseudo-random number generators

Since CRASH2 relies heavily on a pseudo-random numbers generator, here we have to face the challenging issue of generating pseudo-random numbers on multiple CPUs. Each CPU needs to use a different stream of random numbers with equal statistical properties. However this can be limited by the number of available optimal seeding numbers. A large collection of parallel pseudo random number generators is available in the SPRNG library \(^7\) (Mascagni & Srinivasan 2000). From the library we are using the Modified Lagged Fibonacci Generator, since it provides a huge number of parallel streams (in the default setting of SPRNG $\approx 2^{39648}$), a large period of $\approx 2^{1310}$, and good quality random numbers. On top each stream returns a distinct sequence of numbers and not just a subset of a larger sequence.

4.4. Performance

In this Section we present the results of an extensive comparison of the parallel scheme with the serial one. We follow the tests described in Maselli et al. (2003) and Iliev et al. (2006). Subsequently we discuss the speed performance of the parallel code and its scaling properties.

4.4.1. Test 0: Convergence test of a pure-H isothermal sphere

First we study the convergence behaviour of a Strömgren sphere as a function of the number of photon packets $N_p$ and the number of time steps $N_t$. The setup of this test is equivalent to Test 1 in the code comparison project (Iliev et al. 2006). For this test, we distribute the computational domain over 8 CPUs.

The time evolution of an H\textsc{ii} region produced by a source having a $10^5$ K black-body spectrum with constant intensity expanding in a homogeneous medium is followed. The hydrogen density of the homogeneous medium is fixed at $n_H = 10^{-3} \text{ cm}^{-3}$, with no helium included. The temperature is fixed at $T = 10^4 \text{ K}$ and kept constant throughout the calculation. The initial ionisation fraction is initialised with $x_{\text{H}^+} = 1.2 \times 10^{-3}$. The grid has a linear size of $L_{\text{box}} = 6.6 \text{ kpc} h^{-1}$ and is composed of $N_c^3 = 128^3$ cells. The ionising source produces $N_{\gamma} = 5 \times 10^{48} \text{ photons s}^{-1}$. Recombination radiation is followed and photons are emitted whenever 10% of the electrons in a cell have recombined. The simulation time is set at $t_s = 5 \times 10^8 \text{ yr}$ which is approximately four times the recombination timescale.

In Fig. 4.3 we present the resulting spherically averaged profile of the neutral hydrogen fraction where we use $N_p = 10^6, 10^7, 10^8, 10^9$ photon packets. The number of time steps

\(^7\)http://sprng.cs.fsu.edu/
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Figure 4.3.: Test 0: Convergence study varying the number of photon packets $N_p = 10^6, 10^7, 10^8, 10^9$ used to simulate the evolution of an H II region. Shown are the spherically averaged neutral hydrogen fraction profiles of the sphere as a function of radius at the end of the simulation. The dotted red line gives $N_p = 10^6$, the blue dashed line $N_p = 10^7$, the green dash dotted line $N_p = 10^8$, and the black solid line $N_p = 10^9$. The test used 8 CPUs. The lower panel shows the relative deviation $\epsilon$ of the pCRASH2 run from the highest resolution run.

Figure 4.4.: Test 0: Evolution of the H II region’s size as a function of time normalised to the recombination time. The upper panel shows results for the convergence study where the number of photon packets was varied. The dotted red line gives $N_p = 10^6$, the blue dashed line $N_p = 10^7$, the green dash dotted line $N_p = 10^8$, and the black dash triple-dotted line $N_p = 10^9$. The solid black curve represents the analytic evolution $r_S(t)$. The test used 8 CPUs. The lower panel shows the relative deviation $\epsilon$ of the pCRASH2 runs from the analytic expression.
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![Figure 4.5: Test 0: Convergence study varying the number of time steps used to simulate the evolution of an H\textsc{ii} region. Shown are the spherically averaged neutral hydrogen fraction profile of the sphere as a function of radius at the end of the simulation. The dotted red line gives the results using $N_t = 10^5$ time steps, the blue dashed one $N_t = 10^6$ time steps, the green dash dotted one $N_t = 10^7$, and the black solid line $N_t = 10^8$ time steps. A constant number of $N_p = 10^8$ has been used. The test was run on 8 CPUs. The lower panel shows the relative deviation $\epsilon$ of the pCRASH2 run from the highest time resolution run.](image)

$N_t$ is equal to the number of packets in order to obtain the identical scheme used in the serial version of CRASH2. $N_p = 10^6$ packets are unable to reproduce the correct neutral hydrogen fraction profile. Using $N_p = 10^7$ packets instead already yields satisfactory results, however we consider the solution to have converged with at least $N_p = 10^8$ packets. For this case the mean relative deviation $\langle \epsilon(r) \rangle = \langle x_{\text{H}_2}(r) / x_{\text{H}_2,\text{ref}}(r) \rangle$ of the neutral fraction to the $N_p = 10^9$ run is 0.7%. The largest relative deviation is found in a small region in the ionisation front itself. Its width is sensitive to the sampling resolution, where the solution for the $N_p = 10^8$ run differs by 18% from the $N_p = 10^9$ run. In Fig. 4.4 the time evolution of the H\textsc{ii} region’s size is given. The radius is calculated using the volume of the H\textsc{ii} region, which is determined with $V = \sum_{\text{cells}} x_{\text{H}_2}(\Delta l)^3$, where $\Delta l$ denotes the physical width of one cell. pCRASH2 is able to resolve the time evolution of the H\textsc{ii} region up to 2.5% accuracy for $N_p = 10^7$ when compared with the analytic expression $r_I(t) = r_S(1 - \exp(-t/t_{\text{rec}}))$, where $t_{\text{rec}}$ is the recombination time. Deviations from the analytic solution at $4t_{\text{rec}}$ decrease to 0.5% for $N_p = 10^8$ and 0.2% for $N_p = 10^9$.

Because of these findings, we use $N_p = 10^9$ photon packets whenever the serial version allows for such a high sampling resolution, otherwise $N_p = 10^8$ packets will be used. We further note that the impact of the sampling resolution on the structure of the ionisation front is very important when the formation and destruction of molecular hydrogen is considered. It can significantly affect the stability of the ionisation front in cosmological simulations, in particular by introducing inhomogeneities in the star formation [Ricotti et al. 2002, Susa & Umemura 2006, Ahn & Shapiro 2007].

For the test where the number of time steps is varied (and thus the number of photons emitted per time step), we use $N_p = 10^8$ packets. The lower sampling resolution is used to reduce the accuracy with which the ionisation network is solved. Any influence of the time step length should be more easily seen if the accuracy in the solution of the
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Figure 4.6.: Test 0: Evolution of the H II region’s size as a function of time normalised to the recombination time. The upper panel shows results for the convergence study where the number of time steps used in the simulation was varied. The number of packets used was fixed at \( N_p = 10^8 \). The dotted red line gives the results using \( N_t = 10^5 \) time steps, the blue dashed one \( N_t = 10^6 \) time steps, the green dash dotted one \( N_t = 10^7 \), and the black dashed triple-dotted line \( N_t = 10^8 \) time steps. The solid black curve represents the analytic evolution \( r_S(t) \). The lower panel shows the relative deviation \( \epsilon \) of the pCRASH2 runs from the solution using \( N_t = 10^8 \) time steps.

ionisation network is lower. We evolve the H II region using \( N_t = 10^5, 10^6, 10^7, 10^8 \) time steps. The resulting neutral hydrogen fraction profiles are given in Fig. 4.5. Overall, varying the number of time steps does not alter the resulting profile significantly. Only in the direct vicinity of the source, the solution is sensitive to the number of time steps used. In Fig. 4.6 the time evolution of the H II region’s radius is shown for this test. The fluctuations between the results for various numbers of time steps are small, when compared to the \( N_t = 10^8 \). This is especially true for the equilibrium solution. At early times when the H II region grows rapidly, the largest deviations can be seen. However for none of the cases the difference exceeds 0.05%. Since the choice of \( N_t \) directly determines the propagation speed of the photon packets, we confirm that the choice of propagation speed is not affecting the resulting H II region and that the new ray propagation scheme is a valid approach.

4.4.2. Comparing pCRASH2 with CRASH2

Test 1: Pure-H isothermal sphere

Now we compare the results obtained from pCRASH2 with those from the serial CRASH2 code. Since pCRASH2 evolves recombination radiation smoother (remember CRASH2 emits recombination photons at specific time steps while pCRASH2 emits diffuse radiation continuously), we expect differences between the two codes in regions where recombination radiation dominates. In order to show that pCRASH2’s solver performs identically to the one in CRASH2, we use the same setup as in Test 0, but we do not allow for recombination radiation to be emitted. For both codes, we set \( N_p = 10^9 \). The pCRASH2 solution is obtained on 8 CPUs, using \( N_t = 10^7 \) time steps.

The resulting neutral hydrogen fraction profile is shown in Fig. 4.7. The two curves
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Figure 4.7.: Test 1: Comparing the solvers of pCRASH2 with CRASH2. Shown are the spherically averaged neutral hydrogen fraction profile of the sphere as a function of radius at the end of the simulation. The red dotted line gives the pCRASH2 results and the black solid line the solution obtained with CRASH2. pCRASH2 was run on 8 CPUs. The lower panel shows the relative deviation $\epsilon$ of the pCRASH2 run from the serial CRASH2 run.

of the CRASH2 and the pCRASH2 runs are barely distinguishable. The fluctuations in the relative deviations from the CRASH2 results near to the source are due to fluctuations in the least significant decimal. Only at the ionisation front, a small deviation of around 0.5% is seen. In the convergence study we have seen that the radial profile is sensitive to the sampling resolution at the ionisation front (IF) where the partially ionised medium abruptly turns into a completely neutral one. It is as well sensitive to the variance introduced by using different random number generator seeds. Tests using different seeds have shown, that fluctuations of up to 0.4% between the various results can be seen. Therefore the small deviation in the ionisation front stems to some extent from the fact, that pCRASH2 uses a different set of random numbers. The parallel solver thus gives results which are in agreement with the serial version. Including recombination radiation however will change this picture, which we address with the next test.

Test 2: Realistic H\textsc{i} region expansion.

The test we are now focusing on is identical to Test 2 in the radiative transfer codes comparison paper [Iliev et al., 2006], except that we use a larger box size to better accommodate the region preceding the ionisation front where preheating due to higher energy photons is important. We use the same setup as in Test 0, but now we follow the temperature evolution, and self-consistently account for the reemission. Again the gas is initially fully neutral. Its initial temperature however is now set to $T = 100$ K. The source emits $N_p = 4 \times 10^9$ photon packets. Again we compare the solution obtained with CRASH2 to the one obtained with pCRASH2, which for the present test is run with $N_t = 10^7$ time steps on 8 CPUs.

In Fig. 4.8 we show the resulting neutral hydrogen fraction profiles and temperature profiles at three different time steps $t = 1 \times 10^7, 2 \times 10^8, 5 \times 10^8$ yrs. Plotted are the solutions obtained with CRASH2 and with pCRASH2 (solid black and red dotted lines
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Figure 4.8.: Test 2: Comparing the results of pCRASH2 (red dotted line) with CRASH2 (black line). Shown are the spherically averaged neutral hydrogen fraction profiles of the sphere as a function of radius (left column) and the temperature profiles (right column) at $t = 1 \times 10^7, 2 \times 10^8, 5 \times 10^8$ yr (from top to bottom). The pCRASH2 results are obtained on 8 CPUs. The small bottom panels show the relative deviation from the CRASH2 reference solution.
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![Figure 4.9: Test 2: Comparing the time evolution of the H II region’s radius from the pCRASH2 run (red dotted line) with CRASH2 (black line). The pCRASH2 results are obtained on 8 CPUs. The small bottom panel show the relative deviation from the CRASH2 reference solution.](image)

respectively). At $t = 1 \times 10^7$ yrs, the results of CRASH2 and pCRASH2 slightly differ at the ionisation front. The structure of the ionisation front appears slightly sharper in the pCRASH2 run, than in the CRASH2 run. In the front, recombination radiation is an important process (Ritzerveld 2005). Since pCRASH2 continuously emits recombination photons whenever a cell reaches the recombination threshold and not only at fixed time steps, the diffuse field is better sampled and the ionisation front becomes sharper. For this test, CRASH2 sampled the diffuse field $10^3$ times through the whole simulation. In pCRASH2 the number of cell crossings determines the sampling resolution of the recombination radiation. Therefore recombination radiation originating in the cells of the ionisation front is evaluated at least $5 \times 10^4$ times for this specific run. A higher sampling rate in the recombination radiation reproduces its spectral energy distribution which is strongly peaked towards the H I photo-ionisation threshold (see the Milne spectrum) more accurately, resulting in a sharper ionisation front. Better sampling of the Milne spectrum reproduces its shape more accurately and reduces the possibility that too much energy is deposited in the high energy tail of the Milne spectrum due to the poor sampling resolution of the spectrum.

At later times the two codes give similar results for the hydrogen ionisation fraction, with almost negligible differences close to the source and across the ionisation front. This is also seen in the temporal evolution of the H II region’s radius given in Fig. 4.9 which is determined as described in Test 0. In the beginning the differences between the codes are at most 3%, decreasing steadily up to one recombination time. This clearly shows the effect of the smooth emission of recombination radiation in pCRASH2. After one recombination time, the differences between the two codes are small and convergence is achieved. A similar picture emerges for the temperature profile. As for the ionisation front, the preceding temperature front is as well slightly sharper with pCRASH2.
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Figure 4.10.: Test 3: Realistic H II region extending in a hydrogen + helium medium. Compared are equilibrium results obtained with CRASH2 (black solid line) to ones obtained with pCRASH2 (red dotted line). The upper left panel gives the profile of neutral hydrogen fractions, lower left panel gives singly ionised helium fractions, and the lower right panel gives the double ionised helium fractions. The upper right panel gives the spherically averaged temperature profile as a function of radius. The small bottom panels show the relative deviation of the pCRASH2 run from the CRASH2 reference solution.
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Test 3: Realistic H II expansion in a H+He medium

In this test, we study the expansion of an H II region in a medium composed of hydrogen and helium. This corresponds to the CLOUDY94 test in Maselli et al. (2009). We consider the H II region produced by a $T = 6 \times 10^4$ K blackbody radiator with a luminosity of $L = 10^{38}$ erg s$^{-1}$. The point source ionises a uniform medium with a density of $n = 1$ cm$^{-3}$ in a gas composed of 90% hydrogen number density and the rest helium. The temperature is initially set at $T = 10^2$ K and its evolution is solved for. The dimension of the box is $L_{\text{box}} = 128$ pc. The test is run for $t_s = 6 \times 10^5$ yrs after which ionisation equilibrium is reached with $N_p = 2 \times 10^8$. pCRASH2 was run on 8 CPUs with $N_t = 10^8$.

In Fig. 4.10 we compare the resulting temperature, hydrogen and helium density profiles from pCRASH2 with the ones obtained with CRASH2. Overall the resulting pCRASH2 profiles are in good agreement with CRASH2. Again only slight deviations from the CRASH2 solution are present in the outer parts of the H II region due to higher sampling resolution of the ionising radiation re-emitted in recombinations. As in the previous test, the pCRASH2 solution shows somewhat sharper fronts in hydrogen and temperature. The hydrogen fronts are shifted slightly further away from the source in pCRASH2, giving rise to the large relative error. Otherwise pCRASH2's performance is equivalent to that of CRASH2.

Test 4: Multiple sources in a cosmological density field

The setup of this test is identical to Test 4 in the radiative transfer codes comparison paper (Iliev et al. 2006). Here the formation of H II regions from multiple sources is followed in a static cosmological density field at redshift $z = 9$, including photo-heating. The initial temperature is set to $T = 100$ K. The positions of the 16 most massive halos are chosen to host $10^5$ K black-body radiating sources. Their luminosity is set to be proportional to the corresponding halo mass and all sources are assumed to switch on at the same time. No periodic boundary conditions are used. The ionisation fronts are evolved for $t_s = 4 \times 10^7$ yr. Each source produces $N_p = 1 \times 10^7$ photon packets. pCRASH2 is run with $N_t = 10^6$ time steps on 16 CPUs.

A comparison between slices of the neutral hydrogen fraction and the temperatures obtained with pCRASH2 and CRASH2 are given in Fig. 4.11 for $t = 0.05$ Myr and Fig. 4.12 for $t = 0.2$ Myr. For both time steps the pCRASH2 results produce qualitatively similar structures compared to CRASH2 in the neutral fraction and temperature fields. Slight differences however are present, mainly in the vicinity of the ionisation fronts, due to the differences in how recombination is treated, as already discussed. In the lower panels of the same figures we show also the probability distribution functions for the hydrogen neutral fractions and the temperatures. Here the differences are more evident. The neutral fractions obtained with pCRASH2 do not show strong deviations from the CRASH2 solution. In the distribution of temperatures however, pCRASH2 tends to heat up the initially cold regions somewhat faster than CRASH2, as can be seen by the 20% drop in probability for the $t = 0.05$ Myr time step at low temperatures. This can be explained by the fact that the dominant component to the ionising radiation field in the outer parts of H II regions is given by the radiation emitted in recombinations. The better resolution adopted in pCRASH2 for the diffuse field is then responsible for slightly larger
Figure 4.11.: Test 4: Cut through the temperature fields (upper panels) and neutral hydrogen fractions (middle panels) at time-step $t = 0.05$ Myr. Left panels show the solution obtained with CRASH2, right panels show the pCRASH2 solution. The lower panels give volume weighted temperature and neutral fraction probability distribution functions obtained with CRASH2 (black) and pCRASH2 (red dotted), where the error bars give Poissonian errors. The small bottom panels show the relative deviation of the pCRASH2 run from the CRASH2 reference solution.
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Figure 4.12: Test 4: Same as in Fig. 4.11 at time-step $t = 0.2$ Myr.
4.4. Performance

\( \text{H} \text{\textsubscript{II}} \) regions. Since a larger volume is ionised and thus hot, the fraction of cold gas is smaller in the pCRASH2 run, than in the reference run. At higher temperatures however, the distribution functions match each other well. Only in the highest bin a discrepancy between the two code’s solutions can be noticed, but given that there are at most four cells contributing to that bin, this is consistent with Poissonian fluctuations.

4.4.3. Scaling properties

By studying the weak and strong scaling properties of a code, it is possible to assess how well a problem maps to a distributed computing environment and how much speed increase is to be expected from the parallelisation. Strong scaling describes the scalability by keeping the overall problem size fixed. Weak scaling on the other hand refers to how the scalability behaves when only the problem size per core is kept constant (i.e. the fraction between the total problem size and the number of CPUs stays constant).

We will use the test cases described above, to study the impact of the various input parameters such as grid size, number of photon packets, number of sources, and type of physics used, on the scalability. Scalability is measured with the speed up, which is defined as the execution time on a single core divided by the execution time on multiple cores. Due to the long simulation times of our test cases on a single core (for some test cases of the order of weeks), the execution time on a single core was only determined once. This certainly makes our normalisation point subject to variance, which has to be taken into account in the following discussion. All results presented in this section have been obtained on a cluster at the Leibniz-Institut für Astrophysik Potsdam (AIP) with computational nodes consisting of two Intel Xeon Quad Core 2.33GHz processors each. Since our parallelisation scheme has shortly spaced communication points, very good communication latency is required, which on our system is guaranteed through an InfiniBand network.

Test 2

Achieving good scaling for Test 2 is a challenge, since only one source sits in a corner of the box and a strong load imbalance between the sub-domains near to the source and the ones further away exists. The fact that the gas is initially neutral even intensifies the imbalance, since at first the domains far away from the source will be idle. Only as the \( \text{H} \text{\textsubscript{II}} \) region grows, more and more sub-domains will be involved in the calculation. This test is therefore a good proxy for how the code scales in extreme situations and shows the strong scaling relation for one source. In Fig. 4.13 we show the results obtained with the setup described above. In principle it is expected, that the more rays each domain has to process in one time-step, the better the scaling becomes. Therefore we run the test once without recombination emission and once with. Further we increased the grid size to \( 256^3 \) and \( 512^3 \) cells, which increases the amount of calculations needed per sub-domain. This yields the weak scaling properties for one source as a function of grid size.

The scaling relation is mainly determined by Amdal’s law \( (\text{Amdahl}, 1967) \), which relates the parallelised parts of a code (in our case the propagation of photons) with the unparallelised parts (such as communication between sub-domains). It states that the maximum possible speed up is solely limited by the fraction of time spent in serial parts
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Figure 4.13: Speed up achieved on our local cluster for Test 2 as a function of grid-size and number of CPUs. The straight black line indicates a linear ideal scaling property.

of the code. The scaling relation behaves for all runs similarly. An almost linear speedup is achieved up to 8 CPUs per node, and a deviation from linear scaling according to Ahmdal’s law arises when communication over the network is needed. The deviation is dependent on the amount of work to be processed per time-step.

In the worst case of a $128^3$ celled grid without reemission, the deviation is the largest. Following recombination emission and thus increasing the workload yields better scaling up to the point where one computational node is saturated. For one source the best scaling is achieved with larger grid sizes. For the $512^3$ grid it is even reasonable to use 16 CPUs on two nodes on our cluster and allow for communication of rays over the network. However with 32 CPUs, 50% of the computational resources remain unused.

Test 3

Up to now, we have only considered the gas to be made up solely of hydrogen. We now study the scaling properties of one source embedded in gas made of a mixture of hydrogen and helium. Now each domain needs to solve a more complicated set of equations and more time is spent in solving the chemical-thermal equations network than in propagating photons. The ionisation network needs to track the two additional species introduced with helium, plus the related contribution to heating and cooling which enters the temperature calculation. Since solving the ionisation-thermal network is the most computationally expensive part of our algorithm, the additional work results in an approximate increase of overall execution time by a factor of three or more. Furthermore recombining helium will produce additional photons that need to be followed, even further increasing the computational load. As the communication demand stays the same as in Test 2, the scaling relation is expected to be better than in the hydrogen only case. In Fig. 4.14 we present the scaling performance obtained with the Cloudy test case described above using $N_p = 2 \times 10^9$ photon packets and $N_t = 10^7$ time-steps. Comparing the scaling with the one achieved in Test 2, it is evident, that solving more detailed physics improves
scaling. Now for the Cloudy test, ideal scaling is achieved as long as the problem is confined to one node (in our case 8 CPU) and no information needs to be communicated over the network. However the fact that more time is spend in solving the rate equations, communication latency across the network does not affect scaling as strongly as in Test 2. It now even makes sense to use 32 CPUs for one source, yielding a speed up of around 16. As a comparison Test 2 achieved a speed up of around 10 for 32 CPUs.

As a final check we have also run a set of simulations for Test 3 with an increased gas density, \( n_H = 10 \text{ cm}^{-3} \), all the other quantities being the same. The aim of this experiment is to test the scaling under conditions in which diffuse radiation from recombinations becomes important. Somewhat to our surprise, we do not find any appreciable differences in the scaling relation between the low- and high-density cases. However, this can be easily understood as follows: The simulation time is set at five times the recombination time. Hence the same amount of recombinations per time step occur (when normalised to the density of the gas) in both runs. Since recombination photons are produced when a certain fraction of the gas has recombined, the number of emitted recombination photons is similar in the two runs. Therefore the amount of CPU time spent in the diffuse component is similar and the scaling does not change.

**Test 4**

By studying the scaling properties of Test 4, we can infer how the code scales with increasing number of sources. Since Test 4 uses an output of a cosmological simulation, the sources are not distributed homogeneously in the domain. Therefore large portions of the grid remain neutral as is seen in Fig. 4.12. This poses a challenge to our domain decomposition strategy and might deteriorate scalability.

First we study the scaling of the original Test 4, with a sample of \( 10^8 \) photon packets emitted by each of the 16 sources. Then we increase the number of photons per source to \( 10^9 \). Since large volumes remain neutral, we further study an idealised case, where the
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The whole box is kept highly ionised by initialising every cell to be 99% ionised. The results of these experiments are shown in Fig. 4.15. In the case of only $10^8$ photon packets per source, good scaling can only be reached up to 8 CPUs (i.e. a single node), as was the case with only one source. Communication over the network cannot be saturated with such a small number of photons and its overhead is larger than the time spent in computations. However by increasing the number of samples per time-step improves scaling. In the idealised optically thin case, perfect scaling is reached even up to 16 CPUs and starts to degrade for higher numbers of CPU. The discrepancy between the neutral and fully ionised case shows the influence of load imbalance due to the large volumes of remaining neutral gas.

Since good scaling was found in the original Test 4, we now increase the number of sources. For this we duplicate the sources in Test 4, and mirror their position at an arbitrary axis. This preserves the clustered nature of the sources, while distributing them throughout the computational volume. With this prescription we increase the number of sources to 32 and 64. Again each source emits $10^9$ photon packets and the idealised case of an optically thin box is studied. The results of the speed up function are given in Fig. 4.16. As expected, the more computational intensive the problem becomes, the better the scaling. In the figure, the speed up for the 64 sources lies below the others cases because we have linearly extrapolated the normalisation point of the 32 sources run to the 64 sources case, since the time to run the simulation on one CPU was too long. This of course is just a rough estimate, and in fact it is responsible for the lower speed up values. Despite of it, the trend still gives a measure of the improved scaling with respect to the cases with 32 and 16 sources. While a difference in the speed up between the three test-cases is seen when increasing from 1 to 16 CPUs, it is difficult to tell whether this is a genuine feature of our parallelisation strategy or just a manifestation of the variance in the normalisation.

Up to now we have only considered the case of a $128^3$ box. We now re-map the density field of Test 4 to $256^3$ and $512^3$ grids. The resulting scaling properties for the ideal
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Figure 4.16.: Scaling achieved with Test 4 as a function of number of sources and number of CPUs for an ideal optically thin case.

Figure 4.17.: Scaling relation of Test 4 as a function of box size with 64 sources and number of CPUs for an ideal optically thin case.
optically thin case with 64 sources are presented in Fig. 4.17. The scaling properties are not dependent on the size of the grid, and weak scaling only exists as long as the number of cores does not exceed the number of sources.

We can thus conclude that our parallelisation strategy shows perfect weak scaling properties when increasing the numbers of sources (compare Fig. 4.16). Increasing the size of the grid does not affect scaling. However weak scaling in terms of the grid size only works as long as the number of CPUs does not exceed the number of sources (see Fig. 4.17 going from 64 to 128 CPUs).

From these tests, we can formulate an optimal choice for the simulation setup. We have seen that better scaling is achieved with large grids. Further linear scaling can be achieved in the optically thin case by using up to as many cores as there are sources. For the optically thick case however, deterioration of the scaling properties needs to be taken into account.

### 4.4.4. Dependence of the solution on the number of cores

Since each core has its own set of random numbers, the solutions of the same problem obtained with different numbers of cores will not be identical. They will vary according to the variance introduced by the Monte Carlo sampling. To illustrate the effect, we revisit the results of Test 2 and study how the number of cores used to solve the problem affects the solution.

The results of this experiment are shown in Fig. 4.18 where we compare the different solutions obtained with various numbers of CPUs. Solely by looking at the profiles, no obvious difference between the runs can be seen. Variations can only be seen in the relative differences of the various runs which are compared with the single CPU pCRASH2 run.

At \( t = 10^7 \) yr the runs do not show any differences. In Sec. 4.4.2 we have seen, that recombination radiation has not yet started to be important. This is exactly the reason why, at this stage of the simulation, no variance has developed between the different runs. Since the source is always handled by the first core and the set of random number is always the same on this core no matter how many CPUs are used, the results are always identical. However as soon as the Monte Carlo sampling process start to occur on multiple nodes, the set of random numbers starts to deviate from the single CPU run and variance in the sampling is introduced. At the end of the simulation at \( t = 5 \times 10^8 \) yr, large parts of the \( \text{H}^\text{II} \) region are affected by the diffuse recombination field and variance between the different runs is expected. By looking at Fig. 4.18 the Monte Carlo variance for the neutral hydrogen fraction profile lies between 1% and 2%. The temperature profile is not as sensitive to variance as the neutral hydrogen fraction profile. For the temperature the variance lies at around 0.1%.

### 4.4.5. Thousand sources in a large cosmological density field

Up to now we have discussed pCRASH2’s performance with controlled test cases. We now demonstrate pCRASH2’s ability to handle large highly resolved cosmological density fields embedding thousands of sources. We utilise the \( z = 8.3 \) output of the MareNostrum High-z Universe (Forero-Romero et al. 2010) which is a 50 Mpc \( h^{-1} \) SPH simulation.
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Figure 4.18.: Test 2: Dependence of the solution on the number of cores. The large upper panels show the results of \texttt{pCRASH2} obtained on 1 CPU (red dotted line), 2 CPUs (blue dashed line), 4 CPUs (green dash dotted line), 8 CPUs (orange dash dot dotted line), 16 CPUs (violet dashed line), and 32 CPUs (light blue dash dotted line). The results are compared with the \texttt{CRASH2} solution (black solid line). Shown are the spherically averaged neutral hydrogen fraction profiles of the sphere as a function of radius (left column) and the temperature profiles (right column) at $t = 1 \times 10^7$ (top), and $5 \times 10^8$ yr (bottom). The small bottom panels show the relative deviation from the single CPU \texttt{pCRASH2} solution.
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Figure 4.19: Cut through a cosmological simulation at $z = 8.3$ with the neutral hydrogen fraction field (upper left panel), the singly ionised helium fraction (upper right panel), the doubly ionised helium fraction (lower left panel), and the temperature field (lower right panel) at time-step $t = 1 \times 10^6$ yr using 1000 sources.
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using $2 \times 1024^3$ particles equally divided into dark matter and gas particles. The gas density and internal energy are assigned to a $512^3$ grid using the SPH smoothing kernel. A hydrogen mass fraction of 76% and a helium mass fraction of 24% are assumed.

The UV emitting sources are determined similarly to the procedure used in Test 4 of the comparison project (Iliev et al. 2006) by using the 1000 most massive haloes in the simulation. We evolve the radiation transport simulation for $10^6$ yr and follow the hydrogen and helium ionisation, as well as photo-heating. Recombination emission is included. Each source emits $10^8$ photon packets in $10^7$ time steps. In total $10^{11}$ photon packets are evaluated, not counting recombination events. The simulation was run on a cluster using 16 nodes, with a total of 128 cores. The walltime for the run as reported by the queuing system was 143.5 hours; the serial version would have needed over two years to finish this simulation.

In Fig. 4.19 cuts through the resulting ionisation fraction fields and the temperature field are shown at $t = 10^6$ yr. It can be clearly seen that the H$\text{\textsc{ii}}$ regions produced by the different sources already overlap each other. Further the ionised regions strongly deviate from spherical symmetry. This is caused by the fact that the ionisation fronts propagate faster in underdense regions than in dense filaments.

The distribution of He$\text{\textsc{ii}}$ follows the distribution of ionised hydrogen, except in the centre of the ionisation regions, where helium becomes doubly ionised and holes start to emerge in the He$\text{\textsc{ii}}$ maps. Photo-heating increases the temperature in the ionised regions to temperatures of around 30000 K.

These results are presented here as an example of highly interesting problems in cosmological studies which can be easily addressed with pCRASH2, but that would be impossible to handle with the serial version of the code CRASH2.

4.5. Summary

We have developed and presented pCRASH2, a new parallel version of the CRASH2 radiative transfer scheme code, whose description can be found in Maselli et al. (2003), Maselli et al. (2009) and references therein. The parallelisation strategy was developed to map the CRASH2 algorithm to distributed memory machines, using the MPI library.

In order to obtain an evenly load balanced parallel algorithm, we statically estimate the computational load in each cell by calculating the expected ray number density assuming an optically thin medium. The ray density in a cell is then inversely proportional to the distance to the source squared. Using the Peano-Hilbert space filling curve, the domain is cut into sub-domains; the integrated ray number density in the box is determined and equally divided by the number of processors. Then the expected ray number density is integrated along the curve and cut, whenever this fraction of the total ray number density is reached. The result of this is a well balanced domain decomposition, that even performs adequately in optically thick regimes.

For the parallelisation of the ray tracing itself, we have segmented the propagation of rays over multiple time steps. In the original CRASH2 implementation it was assumed that photons instantly propagate through the whole box in one time step. In pCRASH2 however rays are only propagated through one sub-domain per time step. After rays have propagated to the border of the sub-domain, they are then passed on to the neighbouring
domain for further processing in the following time step. With this segmentation strategy we keep communication between the domains low and locally confined.

Since pCRASH2 is able to handle a larger amount of photon packets than the serial version, we have additionally increased the sampling resolution of the diffuse recombination radiation. With this parallelisation strategy, we obtain a high-performing algorithm, that scales well for large problem sizes. We have extensively tested pCRASH2 against a standardised set of test cases to validate the parallelisation scheme.

With pCRASH2 it is now possible to address a number of problems that require the tracking of the UV field produced by a large number of sources, that so far were not attainable for CRASH2 because of the high computational cost. A natural application is the evolution of the UV flux field, especially during the era of reionisation. The phase transition of the initially neutral H+He intergalactic to its fully ionised state can now be accurately followed in the large volumes required to achieve a good representation of the process on cosmological scales (> 300Mpc).

On the other hand, pCRASH2 has a broader application range. In fact, it is not limited to tackle cosmological configurations, and can be applied to study a wealth of astrophysical problems, e.g. the propagation and impact of UV flux field in the vicinity of star forming galaxies, to mention one example. Finally, due to pCRASH2’s distributed memory approach, new physics such as extending the ionisation network to species other than hydrogen and helium can be now easily implemented.

4.6. Generating the Peano-Hilbert curve

Space filling curves present an easy method to systematically reach every point in space and are usually fractal in nature. Various space filling curves such as the Peano curve, the Z-order, or the Peano-Hilbert curve exist. The most optimal in terms of clustering (i.e. that all points on the curve are spatially near to each other) is the Peano-Hilbert curve. We will now sketch the fast Peano-Hilbert algorithm used by the domain decomposition algorithm for projecting cells on the grid which is a subset of the natural numbers including zero \( \mathbb{N}_0 \) onto an array in \( \mathbb{N}_1 \). A detailed description of its implementation is found in Chenyang et al. (2008).

Let \( H^N_m \), \((m \geq 1, N \geq 2)\) describe an \( N \)-dimensional Peano-Hilbert curve in its \( m \)-th generation. \( H^N_m \) thus maps \( \mathbb{N}_0 \) to \( \mathbb{N}_1 \), where we call the mapped value in \( \mathbb{N}_1 \) a Hilbert-key. A \( m \)-th generation Peano-Hilbert curve of \( N \)-dimension is a curve that passes through a hypercube of \( 2^m \times \ldots \times 2^m = 2^{mN} \) in \( \mathbb{N}_1 \). For our purpose we only consider \( N \leq 3 \).

Let the 1st-generation Peano-Hilbert curve be called a \( N \)-dimensional Hilbert cell \( C^N \) (see Fig. 4.20 for \( N = 2 \)). In binary digits, the coordinates of the \( C^2 \) Hilbert-key Hilbert cell can be expressed as \( C^2[0] = 00, C^2[1] = 01, C^2[2] = 11, \) and \( C^2[3] = 10 \), where each binary digit represents one coordinate \( X_N \) in \( \mathbb{N}_0^N \) with the least significant bit at the end, i.e. \( C^2[i] = X_2X_1 \). For \( N = 3 \) the Hilbert cell becomes \( C^3[0] = 000, C^3[1] = 001, C^3[2] = 011, C^3[3] = 010, C^3[4] = 110, C^3[5] = 111, C^3[6] = 101, C^3[7] = 100 \).

The basic idea in constructing an algorithm that maps \( \mathbb{N}_0^N \) onto the \( m \)-th generation Peano-Hilbert curve is the following. Starting from the basic Hilbert cell, a set of coordinate transformations which we call Hilbert genes is applied \( m \)-times to the Hilbert cell and the final Hilbert-key is obtained. An illustration of this method is shown in
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Fig. 4.20: Left panel: The Hilbert cell $C^2 \equiv H^2_1$ for $N = 2$. Right panel: Applying the $N = 2$ Hilbert genes on the Hilbert cell produces the 2nd-generation Peano-Hilbert curve.

Fig. 4.20 Here the method of extending the 1st-generation 2-dimensional Peano-Hilbert curve to the 2nd-generation is shown. Analysing the properties of the Peano-Hilbert curve reveals that two types of coordinate transformations operating on the Hilbert cell are needed for its construction. The exchange of coordinates and the reverse operation. The exchange operation $X_2 \leftrightarrow X_3$ on 011 would result in 101. The reverse operation denotes a bit-by-bit reverse (e.g. reverse $X_1, X_3$ on 010 results in 111). Using these transformations and the fact, that the $m$th-generation Hilbert-key can be extended or reduced to an $(m+1)$- or $(m-1)$th-generation Hilbert-key by bit-shifting the key by $N$ bits up or down, the Hilbert-key can be constructed solely using binary operations.

For the $N = 2$ case illustrated in Fig. 4.20 the Hilbert genes $G^N[\text{Hilbert-key}]$ are the following: $G^2[0] = \text{exchange } X_1 \text{ and } X_2$, $G^2[1] = \text{no transformation}$, $G^2[2] = \text{no transformation}$, and $G^2[3] = \text{exchange } X_1 \text{ and } X_2 \text{ plus reverse } X_1 \text{ and } X_2$. Through repeated application of these transformations on the $m$th-generation curve, the $(m+1)$th-generation can be found.

The Hilbert genes for $N = 3$ are: $G^3[0] = \text{exchange } X_1 \text{ and } X_3$, $G^3[1] = \text{exchange } X_2 \text{ and } X_3$, $G^3[2] = \text{no transformation}$, $G^3[3] = \text{exchange } X_1 \text{ and } X_3 \text{ plus reverse } X_1 \text{ and } X_3$, $G^3[4] = \text{exchange } X_1 \text{ and } X_3$, $G^3[5] = \text{no transformation}$, $G^3[6] = \text{exchange } X_2 \text{ and } X_3 \text{ plus reverse } X_2 \text{ and } X_3$, and $G^3[7] = \text{exchange } X_1 \text{ and } X_3 \text{ plus reverse } X_1 \text{ and } X_3$. 
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Cosmological radiative transfer for the line-of-sight proximity effect\textsuperscript{1}

**Aims.** We study the proximity effect in the Ly\textsubscript{α} forest around high redshift quasars as a function of redshift and environment employing a set of 3D continuum radiative transfer simulations.

**Methods.** The analysis is based on dark-matter-only simulations at redshifts 3, 4, and 4.9 and, adopting an effective equation of state for the baryonic matter, we infer the HI densities and temperatures in the cosmological box. The UV background (UVB) and additional QSO radiation with Lyman limit flux of \( L_{\nu,LL} = 10^{31} \) and \( 10^{32} \text{erg Hz}^{-1}\text{s}^{-1} \) are implemented with a Monte Carlo continuum radiative transfer code until an equilibrium configuration is reached. We analyse 500 mock spectra originating at the position of the QSO in the most massive halo, in a random filament, and in a void. The proximity effect is studied using flux transmission statistics, in particular with the normalised optical depth \( \xi = \frac{\tau_{\text{eff, QSO}}}{\tau_{\text{eff, Ly}\alpha}} \), which is the ratio of the effective optical depth in the spectrum near the quasar to that in the average Ly\textsubscript{α} forest.

**Results.** Beyond a radius of \( r > 1 \text{ Mpc} \) from the quasar, we measure a transmission profile consistent with geometric dilution of the QSO ionising radiation. A departure from geometric dilution is only seen when strong absorbers transverse the line-of-sight. The cosmic density distribution around the QSO causes a large scatter in the normalised optical depth. The scatter decreases with increasing redshift and increasing QSO luminosity. The mean proximity effect identified in the average signal over 500 lines of sight provides an average signal that is biased by random large-scale density enhancements on scales up to \( r \approx 15 \text{ Mpc} \). The distribution of the proximity effect strength, a parameter that describes a shift in the transmission profile with respect to a fiducial profile, provides a measurement of the proximity effect along individual lines of sight. It shows a clear maximum almost without any environmental bias. This maximum can therefore be used as an unbiased estimate of the UVB. Different spectral energy distributions between the QSO and the UVB modify the profile but this can be reasonably well corrected analytically. A few Lyman limit systems have been identified that prevent the detection of the proximity effect because of shadowing.

5.1. Introduction

The baryon content of intergalactic space is responsible for the large number of absorption lines observed in the spectra of high redshift quasars. This phenomenon, also known as the Ly\textsubscript{α} forest (Sargent et al.\textsuperscript{1980}; Rauch\textsuperscript{1998}), is mainly attributed to intervening HI clouds along the line of sight (LOS) towards a QSO. The majority of the HI Ly\textsubscript{α} absorption lines...
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systems are optically thin to ionising radiation. The gas is kept in a high ionisation state by the integrated emission of ultra violet photons originating in the overall populations of quasars and star-forming galaxies: the ultra violet background field (UVB: Haardt & Madau 1996; Fardal et al. 1998; Haardt & Madau 2001). Accurate estimates of the UVB intensity at the Lyman limit are crucial for the understanding of the relative contribution of stars and quasars to the UVB and also to ensure realistic inputs for numerical simulations of structure formation (Davé et al. 1999; Hoeft et al. 2006).

The intensity of the UVB can be strongly affected by energetic sources such as bright QSOs leading to an enhancement of UV photons in their vicinity. The neutral fraction of H\textsubscript{i} consequently drops yielding a significant lack of absorption around QSOs within a few Mpc. Knowing the luminosity of the QSO at the Lyman limit, this “proximity effect” has been widely used in estimating the intensity of the UVB (Carswell et al. 1987; Bajtlik et al. 1988) at various redshifts on large samples (Bajtlik et al. 1988; Lu et al. 1991; Scott et al. 2000; Liske & Williger 2001; Scott et al. 2002; but compare Kirkman & Tytler 2008) and also towards individual lines of sight (Lu et al. 1996; Dall’Aglio et al. 2008b).

Principal obstacles in the analysis of the proximity effect are due to several poorly understood effects that in the end might lead to biased estimates of the UVB. The most debated influence is the gravitational clustering of matter around QSOs. Clustering enhances the number of absorption lines on scales of a few proper Mpc, which if not taken into account might lead to an overestimation of the UVB by a factor of a few. Alternatively, star-forming galaxies in the QSO-environment may contribute to an enhancement, or overionisation, of the local ionised hydrogen fraction, i.e., we would underestimate the UVB from the measured QSO luminosity. In the original formalism of the proximity effect theory introduced by Bajtlik et al. (1988) (hereafter BDO), the possibility of density enhancements near the QSO redshift was neglected. However, Loeb & Eisenstein (1995) and Faucher-Giguère et al. (2008b) found that the UVB may be overestimated by a factor of about 3 because of the high environmental density. Comparing observations and simulations, D’Odorico et al. (2008) found large-scale overdensities over about 4 proper Mpc. The disagreement between the UVB obtained via the proximity effect and from flux transmission statistics has been used to estimate the average density profile around the QSO (Rollinde et al. 2005; Guimarães et al. 2007; Kim & Croft 2008). Dall’Aglio et al. (2008a) showed that a major reason for overestimating the proximity effect is not a general cosmic overdensity around QSOs, but the methodological approach to estimate the UVB intensity by combining the proximity effect signal over several sight lines. Providing a definition of the proximity effect strength for a given LOS, they propose instead to investigate the strength distribution for the QSO sample, with which consistency with the theoretical estimates of the UVB is obtained.

Numerical simulations of structure formation have been a crucial tool in understanding the nature and evolution of the Ly\textalpha forest. One of the major challenges in the current development of 3D simulations is the implementation of radiative transfer into the formalism of hierarchical structure formation (Gnedin & Abel 2001; Maselli et al. 2003; Razoumov & Cardall 2005; Rijkhorst et al. 2006; Mellema et al. 2006; Pawlik & Schaye 2008). In particular, the coupling of radiative transfer with the density evolution requires a large amount of computational resources and remains up to now a largely unexplored field. Therefore, most available codes apply radiative transfer as a post-processing step.
Only a couple of radiative transfer studies exist for the Ly$\alpha$ forest (Nakamoto et al. 2001; Maselli & Ferrara 2005). They discuss the influence of radiative transfer on the widely used semi-analytical model of the forest by Hui et al. (1997). Maselli & Ferrara (2005) find that because of the self-shielding of the UVB flux in overdense regions the hydrogen photoionisation rate fluctuates by up to 20 per cent and the helium rate by up to 60 per cent. Since radiative transfer is not negligible for a background field, this should also be true for point sources. Until now numerical studies have dealt with ionisation bubbles in the pre-reionisation era or right at the end of reionisation (Iliev et al. 2007; Kohler et al. 2007; Maselli et al. 2007; Trac & Cen 2007; Zahn et al. 2007). These studies aim to determine the sizes of H$\text{II}$ regions as observed in transmission gaps of Gunn-Peterson troughs (Gunn & Peterson 1965) in high-redshift sources, or in 21cm emission or absorption signals. By comparing radiative transfer simulations with synthetic spectra, Maselli et al. (2007) showed that the observationally deduced size of the H$\text{II}$ regions from the Gunn-Peterson trough is underestimated by up to 30 per cent.

In the study of the proximity effect at redshifts lower than that of reionisation, the influence of radiative transfer has been neglected up to now, as the universe is optically thin to ionising radiation. We expect that absorption of QSO photons by intervening dense regions might reduce the QSO flux. These dense regions can shield themselves from the QSO radiation field (Maselli & Ferrara 2005) and would not experience the same increase in the ionisation fraction as low density regions. This leads to a dependence of the proximity effect on the QSO environment. Furthermore, the amount of hard photons in the QSO spectral energy distribution (SED) affects the proximity effect profile as suggested by Dall’Aglio et al. (2008b). As in the study of high redshift H$\text{II}$ regions where ionisation fronts are broadened by the ionising flux’s shape of the spectral energy distribution (Shapiro et al. 2004; Qiu et al. 2007), we expect the size of the proximity effect zone to be a function of the spectral hardness. Harder UV photons have smaller ionisation cross-sections and cannot ionise hydrogen as effectively as softer UV photons.

In this study, we employ a three-dimensional radiative transfer simulation to study H$\text{II}$ regions expanding in a pre-ionised intergalactic medium (IGM) at redshifts $z = 3, 4$, and 4.9. We intend to quantify the influence of the above-mentioned effects. To this end, we consider two realistic QSO luminosities. Furthermore, we study the influence of environment by placing the QSO either inside a massive halo, in a random filament, or in an underdense region (void).

The chapter is structured as follows. In Sect. 5.2 we discuss the dark-matter simulation used in this study, and we show that a realistic model of the Ly$\alpha$ forest is found from a semi-analytical model of the IGM. In Sect. 5.3 we describe the method to solve the radiative transfer equation, and discuss in Sects. 5.3.2 and 5.3.3 how the different UV sources are implemented. In Sect. 5.4 we review the standard approach used to characterise the proximity effect (Bajtlik et al. 1988). In Sect. 5.5 we describe the different radiative transfer effects on the overionisation profile. Then in Sect. 5.6 we introduce the proximity effect strength parameter and develop additional models to distinguish the various biases in the signal. In Sect. 5.7 we present the results for the mean line-of-sight proximity effect as determined from synthetic spectra. In Sect. 5.8 we discuss the proximity effect strength distribution of our spectra. We finally summarise our findings in Sect. 5.9.
5. Cosmological radiative transfer for the LOS proximity effect

5.2. Simulations

5.2.1. Initial realisation (IGM model)

We employ a DM simulation in a periodic box\(^2\) of 50 Mpc \(h^{-1}\) with 512\(^3\) DM particles (von Benda-Beckmann et al. 2008). Using the PM-Tree code GADGET2 (Springel 2005) our simulations yield a force resolution of 2 kpc \(h^{-1}\) and a mass resolution of \(m_p = 7.75 \times 10^7 \, M_\odot \, h^{-1}\). We fix the cosmological parameters to agree with the 3rd year WMAP measurements (Spergel et al. 2007): The total mass density parameter is \(\Omega_{m,0} = 0.3\), while the baryon mass density is \(\Omega_{b,0} = 0.04\) and the vacuum energy is \(\Omega_{\Lambda} = 0.7\). The dimensionless Hubble constant is \(h = 0.7\), and the power spectrum is normalised by the square root of the linear mass variance at 8 Mpc \(h^{-1}\), \(\sigma_8 = 0.9\).

Simulating the Ly\(\alpha\) forest is a challenging task, since a large box is required to capture the largest modes that still influence the mean flux and its distribution (Tytler et al. 2009; Lidz et al. 2010). Furthermore, high resolution is required to capture the properties of single absorbers correctly. Our simulations yield a reasonable representation of the average statistics of the Lyman alpha forest (Theuns et al. 1998b; Zhang et al. 1998; McDonald et al. 2001; Viel et al. 2002) for low redshifts. However, it has been shown by Bolton & Becker (2009) and Lidz et al. (2010) that to resolve the Ly\(\alpha\) forest properly at high redshifts, the mass resolution should be higher by two orders of magnitudes for \(z = 5\) and one order of magnitude for \(z = 4\). Given the large box sizes needed, these resolution constraints cannot be fully met with today’s simulations. According to Bolton & Becker (2009), the error in our estimate of the mean flux at \(z = 4\) is around 10\%. For \(z = 3\), the simulations will be marginally converged with mass resolution.

We record the state of the simulation at three different redshifts \(z = 4.9, 4, 3\). Using cloud in cell assignment we convert the DM particle distribution into a density and velocity field on a 400\(^3\) regularly spaced grid.

We then select three different environments from the highest redshift snapshot: The most massive halo with a mass of \(M_{\text{halo}} = (2.6 \times 10^{12}, 4.0 \times 10^{12}, 7.9 \times 10^{12}, 1.0 \times 10^{15}) M_\odot h^{-1}\) at redshifts \(z = (4.9, 4, 3, 0)\), a random filament, and a random void. The last two environments are selected by visual inspection of the particle distribution and their position is tracked down to \(z = 3\). These locations are assumed to host a QSO.

To characterise these environments more precisely, we estimate the volume-averaged overdensities \(\delta_v\) in \(r = 5\) Mpc \(h^{-1}\) spheres and find that \(\delta_v = (1.7, 1.8, 2.1)\) at redshifts \(z = (4.9, 4, 3, 0)\) for the halo, \(\delta_v = (1.0, 0.8, 1.1)\) for the filament, and \(\delta_v = (0.8, 0.7, 0.7)\) for the void. Thus the halo resembles a locally overdense region, the void an locally underdense region, and the filament an average environment. Figure 5.1 illustrates a snapshot of the DM density field at redshift \(z = 4\).

To describe the baryonic component of the IGM, we assume a universe containing hydrogen only, whose density and velocity fields are proportional to those of the dark-matter (Petitjean et al. 1995). To account for pressure effects on baryons, Hui et al. (1997) proposed convolving the density field with a window function cutting off power below the Jeans length. In Viel et al. (2002), differences in the gas and DM densities between hydrodynamical and DM-only simulations are studied. For \(\delta \approx 3\), baryons follow the DM distribution quite well, i.e. over most of the densities relevant to the

---

\(^2\)Distances are given as comoving distances unless otherwise stated.
Figure 5.1.: Cuts through the 25 Mpc $h^{-1}$ simulation box at redshift $z = 4$ for a QSO sitting in the void at the lower left corner. In the left panel, the overdensity field $1 + \delta$ is shown. The right panel provides the inverse of the overionisation fraction $n_{\text{H}, \text{Ly}-\alpha}/n_{\text{H}, \text{prox}}$ due to a $L_{\nu_L} = 10^{31}$ erg Hz$^{-1}$ s$^{-1}$ QSO. Here $n_{\text{H}, \text{Ly}-\alpha}$ and $n_{\text{H}, \text{prox}}$ are the neutral hydrogen fractions without and with the influence of the QSO respectively. Clearly visible are the extended overionisation zone and shadowing effects. The scattered white dots arise from numerical noise. The axes are in comoving $h^{-1}$ Mpc.

Lyman-$\alpha$ forest. However, at higher DM densities, the corresponding gas density is lower because of the smoothing induced by gas pressure. We implicitly smooth our density field with the cloud-in-cell density assignment scheme and cell sizes of 125 $h^{-1}$ kpc. This is comparable to the Jeans length of $\approx 150$ $h^{-1}$ kpc at $z = 3$ and mean density, which scales as $\delta^{-1/2}(1 + z)^{-1/2}$.

The hydrogen density at position $x$ is then given by

$$n_H(x) = \frac{3}{8} H_0^2 \frac{\Omega_b \delta}{G m_p} (1 + z)^3 (1 + \delta(x)), \quad (5.1)$$

where $G$ is the gravitational constant, $H_0$ the Hubble constant, and $m_p$ the proton mass. The DM overdensity is $1 + \delta(x) = \rho(x)/\bar{\rho}$, where the DM density is $\rho(x)$. Finally the hydrogen velocity field $v(x)$ is assumed to be equal to the DM one.

5.2.2. Model and calibration of the intergalactic medium

The thermal evolution of the IGM is determined mainly by the equilibrium between photoionisation heating and adiabatic cooling, resulting in a tight relation between the density and temperature of the cosmic gas. This relation is known as the effective equation of state [Hui & Gnedin 1997] and is typically expressed by $T = T_0 (1 + \delta)^{-1}$. We apply the effective equation of state as an estimate of the baryonic density for overdensities $0.1 < \delta < 10$ relevant to the Lyman alpha forest. Higher densities correspond to collapsed regions that we approximate by assuming a cut-off temperature $T_{\text{cut-off}} = T(\delta = 10)$. Following the formalism of [Hui et al. 1997], we can compute an H$\alpha$ Ly$\alpha$ absorption
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Figure 5.2.: Mock spectra synthesised from the $z = 3$ snapshot with a QSO in a filament. The QSO sits on the right hand side of each spectrum, and the wavelength is in Ångström. The dashed line gives the Ly$\alpha$ forest spectrum without the influence of the QSO, the solid line the spectrum from the radiative transfer simulation of the proximity effect for a QSO with a Lyman limit luminosity of $L_{\nu,LL} = 10^{31}$ erg Hz$^{-1}$ s$^{-1}$. The spectra have a resolution of $\Delta v = 6.7$ km s$^{-1}$ and a signal-to-noise ratio of 70.

spectra from the density and velocity fields, once $T_0$, $\gamma$, and the UV background photoionisation rate ($\Gamma_{UVB}$) are fixed. Thus, by relating simulated to observed H$\text{I}$ absorption spectra properties, we can constrain these free parameters. This calibration is crucial in the following to provide realistic representations of the IGM for the radiative transfer calculations.

To calibrate our spectra, we employ three observational constraints sorted by increasing importance: (i) The observed equation of state [Ricotti et al. 2000; Schaye et al. 2000b], (ii) the evolution of the UV background photoionisation rate [Haardt & Madau 2001; Bianchi et al. 2001], and (iii) the observed evolution of the effective optical depth in the Ly$\alpha$ forest [Schaye et al. 2003; Kim et al. 2007].

Our catalogues of synthetic spectra consist of 500 lines of sight at each redshift randomly drawn from the cosmological box. The spectra are binned to the typical resolution of UVES spectra of 6.7 km s$^{-1}$ and convolved with the UVES instrument profile. Random noise with a signal-to-noise ratio (S/N) of 70 is added, the mean S/N in the QSO sample used by Dall’Aglio et al. (2008a). An example of these mock spectra is presented in Fig. 5.2.

The model parameters of the effective equation of state $T_0$ and $\gamma$ were chosen according to observations of [Ricotti et al. 2000] and [Schaye et al. 2000b]. To obtain values for $z > 4$, the observed $T_0$ and $\gamma$ parameters were extrapolated to higher redshifts (see Fig. 6.3). We constrained our model to yield an observed average effective optical depth $\tau_{eff}(z) = -\ln \langle F(z) \rangle$, where $F$ is the transmitted flux, and the averaging is performed over the whole line of sight. For this, we used observations from [Kim et al. 2007]. With these constraints, we determined the UVB photoionisation rate $\Gamma_{UVB}$ for our models.

Our model parameters are presented in Table 6.1 and are plotted in Fig. 6.2 in comparison with different literature results. Both the inferred evolution of the UV background and the effective optical depth agree closely with the results of [Haardt & Madau 2001], and [Bolton et al. 2005], and high resolution observations by [Schaye et al. 2003] and [Kim et al. 2007], respectively.
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Figure 5.3: Upper panel: Comparison of our choices for $\gamma$ (black points) with observationally derived results by Schaye et al. (2000b) (grey points). Lower panel: Comparison of our model $T_0$ (black points) with observations by Schaye et al. (2000b) (grey points).

Figure 5.4: Upper panel: The evolution of the UV background photoionisation rate in our three snapshots (black points) compared to Bolton et al. (2005) (grey points shifted by $z = 0.05$ for better visibility) and predictions by Haardt & Madau (2001) (grey line). Lower panel: The effective optical depth of our models (black points) in comparison to measurements by Schaye et al. (2003) (grey points). The continuous line shows the fit by Kim et al. (2007).
Table 5.1: Model parameters of the semi-analytical model.

<table>
<thead>
<tr>
<th>$z$</th>
<th>log $T_0$</th>
<th>$\gamma$</th>
<th>$\Gamma_{\text{UVB}}$</th>
<th>log $\tau_{\text{eff}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>4.9</td>
<td>4.23</td>
<td>1.20</td>
<td>$0.6 \times 10^{-12}$</td>
<td>0.186</td>
</tr>
<tr>
<td>4.0</td>
<td>4.18</td>
<td>1.15</td>
<td>$1.0 \times 10^{-12}$</td>
<td>−0.114</td>
</tr>
<tr>
<td>3.0</td>
<td>4.36</td>
<td>1.10</td>
<td>$1.2 \times 10^{-12}$</td>
<td>−0.474</td>
</tr>
</tbody>
</table>

5.3. Radiative transfer in cosmological simulations

5.3.1. Method

We now focus on the method implemented to solve the radiative transfer equation. In developing our Monte-Carlo radiative transfer code (A-CRASH), we closely follow the approach first introduced by Ciardi et al. (2001) and extended by Maselli et al. (2003). While their latest development includes multi-frequency photon packages (Maselli et al. 2009), we only implement the earlier formulation, which uses monochromatic packages. The advantage of the Monte Carlo scheme is that it accounts for the emission of diffuse recombination photons, which is typically neglected in codes relying on the “on-the-spot” approximation (see Sect. 5.5.3 for further details).

The idea behind a Monte Carlo radiative transfer scheme is to bundle the radiation flux field into a discrete amount of radiation energy in the form of photon packages of energy content

$$\Delta E_i = \int_{t_{i-1}}^{t_i} L_{\text{UV}}(t) dt \quad (5.2)$$

emitted by a source of UV luminosity $L_{\text{UV}}$ between two time steps $t_{i-1}$ and $t_i$. At each time step $t_i$, we allow the corresponding content of energy $\Delta E_i$ to be evenly distributed among the number of photon packages emitted by the source. In our implementation of the Monte Carlo scheme, this number can be larger than one. In addition, each photon is characterised by a given frequency $\nu$ following a given SED. Thus, knowing the source SED and its UV luminosity we are able to infer the number of photons $N_{\gamma,i}$ per package. To guarantee a proper angular and spatial sampling of the radiative transfer equation, the photon packages are emitted in random directions.

Once all the photon packages are produced by the sources, they are propagated through the computational domain. Each time a package crosses a cell, a certain amount of photons is absorbed. The absorption probability in the $l$-th cell is

$$P(\tau_l) = 1 - e^{-\tau_l} \quad (5.3)$$

where $\tau_l$ is the optical depth in the $l$-th cell

$$\tau_l = \sigma_{H_1}(\nu) n_{H_1,l} f_l \Delta x \quad (5.4)$$

and $\sigma_{H_1}$ is the hydrogen photoionisation cross-section, $n_{H_1,l}$ the neutral hydrogen number density, and $f_l \Delta x$ the crossing path length of a ray through a cell of size $\Delta x$. We calculate

Our A-CRASH code is OpenMP parallel and publicly available under the GPL license at [http://sourceforge.net/projects/acrash/](http://sourceforge.net/projects/acrash/)
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the exact crossing length using the fast voxel traversal algorithm by Amanatides & Woo (1987).

The number of absorbed photons in the cell is \( N_{A,l} = N_{\gamma,l} P(\tau_l) \) where \( N_{\gamma,l} \) denotes the remaining number of photons in the package \( N_{\gamma,l} = N_{\gamma,l-1} - N_{A,l-1} \) arriving at the \( l \)-th cell. In our simple case of pure hydrogen gas, we can write

\[
\frac{dx_{HI}}{dt} = \gamma_{HI}(T)n_{HI}n_e - \alpha_{HI}(T)n_{HI}n_e + \Gamma_{HI}n_{HI},
\]

(5.5)

where \( x_{HI} = n_{HI}/n_H \) is the ionisation fraction, \( n_H \) is the total hydrogen density, \( \gamma_{HI}(T) \) is the collisional ionisation rate, \( \alpha_{HI}(T) \) the recombination rate, and \( \Gamma_{HI} \) is the photoionisation rate derived from the number of absorbed photons \( N_{A,l} \). We adopt \( \gamma_{HI}(T) \) and \( \alpha_{HI}(T) \) as in Maselli et al. (2003). We solve this stiff differential equation using a 4th order Runge-Kutta scheme.

The extent of a time step is defined as the total simulation time \( t_s \) divided by the total number of photon packages \( N_p \) emitted by each source. The numerical resolution of the simulation is determined by calculating the mean number of packages crossing a cell

\[
N_{cr} = \frac{N_s N_p}{N^2_c} \gg \frac{t_s}{t_{min}},
\]

(5.6)

where \( N_s \) is the number of sources, \( N_c \) the number of cells in one box dimension, and \( t_{min} \) the smallest characteristic timescale of all the processes involved. To efficiently parallelise the scheme, the original rule of producing one photon per source per time step is dropped; a source is allowed to produce more than one package per time step as long as \( \Delta t \ll t_{min} \).

We confirmed that our implementation passes the simple tests described by Maselli et al. (2003) (see Partl (2007) for further details).

### 5.3.2. UV background field

The UV background photoionisation rates given in Table 6.1 need to be modelled in the framework of the radiative transfer scheme. We assume the spectral shape of the UVB to be a power law \( \nu^{\alpha_b} \) with \( \alpha_b = -1.3 \) (Hui et al. 1997), which is a bit lower than measurements by Fechner et al. (2006) yielding \( \alpha_b = -1.99 \pm 0.34 \). From the spectral energy distribution of the UV background field and its intensity, photon packages need to be constructed. To obtain the number of photons in a background package, the total energy content of the background field in the box is mapped to single photon packages; we follow the method of Maselli & Ferrara (2005), but for the hydrogen only case.

To derive the energy content of a single background field photon package \( N_\gamma \), the total amount of energy carried by the background field in the whole simulation box needs to be considered. The change in the mean ionised hydrogen density \( n_{HI} \) by the UVB is

\[
\Delta n_{HI} = \Gamma_{UVB} n_{HI} \Delta t,
\]

(5.7)

where \( \Gamma_{UVB} \) is the photoionisation rate of the background field. This is compared to the total amount of absorbed photons in the box \( N_\gamma (1 - \exp(-\Delta \tau)) \), where \( \Delta \tau = \sigma_{HI} \Delta n_{HI} d_B \) is the total optical depth in the box of length \( d_B \). This corresponds to a
mean change in the ionised hydrogen number density of

$$\Delta n_{\text{H}^\text{ii}} = \frac{N_\gamma (1 - e^{-\Delta \tau})}{d_B^3}. \quad (5.8)$$

By equating Eqs. 5.7 and 5.8 and assuming an optically thin medium $\Delta \tau \ll 1$ with $\Delta \tau \approx (1 - e^{-\Delta \tau})$, we derive the photon number content of a background photon package

$$N_\gamma = \frac{\Gamma_{\text{UVB}} \Delta t (\Delta x \cdot N_c)^2}{\sigma_{\text{HI}}}. \quad (5.9)$$

We note that this is only true, if the photon package is propagated over the distance of exactly one box length.

Background photons are emitted isotropically from random cells in the box. Dense regions are allowed to shield themselves from the background flux. Thus we emit background photons only from cells below a certain density threshold $\delta_{\text{UV}}$. In Maselli & Ferrara (2005) a threshold of $\delta_{\text{UV}} = 60$ was used, corresponding to the density at the virial radius of collapsed haloes. We chose a lower threshold $\delta_{\text{UV}} = 1$ to ensure that mildly overdense regions have the possibility of shielding themselves from the UV background.

5.3.3. QSO radiation

As with the UV background, discrete point sources are characterised by a SED and luminosity. We include only one source of radiation other than the UVB. The point source representing the QSO was chosen to follow the composite QSO spectra obtained by Trammell et al. (2007). The mean SED was constructed from over 3000 spectra available in both the Galaxy Evolution Explorer (GALEX) Data Release 1 and the Sloan Digital Sky Survey (SDSS) Data Release 3. It covers a broad wavelength range of about $9000 > \lambda > 300$ Å.

If a power law $\nu^{\alpha_q}$ is assumed for the UV part of the QSO spectrum, the data of Trammell et al. (2007) leads to $\alpha_q \approx -2.5$ for $\lambda < 912$ Å. Since the scatter in the data of Trammell et al. (2007) is large in the wavelength interval we are interested in, and other authors find harder spectra (Telfer et al. 2002; Scott et al. 2004), we consider in addition a power law SED with a shallower slope of $\alpha_q = -1.5$. The upper energy limit at $\lambda = 300$ Å results in an underestimation of the hydrogen photoionisation rate of 0.6% for $\alpha = -1.5$ and only 0.2% for $\alpha = -2.5$ with respect to spectra extending to higher energies.

The two QSO Lyman limit luminosities $L_{\nu,L}$ studied are chosen to bracket the luminosity range of observed QSOs (Scott et al. 2000; Rollinde et al. 2005; Guimarães et al. 2007; Dall’Aglio et al. 2008a). We therefore chose the QSOs to have Lyman limit luminosities of $10^{31}$ erg Hz$^{-1}$ s$^{-1}$ and $10^{32}$ erg Hz$^{-1}$ s$^{-1}$. To obtain the total UV luminosity for use with Eq. (5.2), the high energy part of the SED below 912 Å is scaled to the given Lyman limit luminosity and integrated from 912 > $\lambda$ > 300 Å. For the Trammell et al. (2007) spectral template and $L_{\nu,L} = 10^{31}$ erg Hz$^{-1}$ s$^{-1}$, we obtain a total UV luminosity of $L_{\text{UV}} = 1.15 \times 10^{46}$ erg s$^{-1}$, and for $L_{\nu,L} = 10^{32}$ erg Hz$^{-1}$ s$^{-1}$ a luminosity
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Figure 5.5: \( \text{Ly} \alpha \) absorption along a sight line near a \( z = 3 \) \( \nu_{LL} = 10^{32} \text{erg Hz}^{-1} \text{s}^{-1} \) QSO simulated with photon numbers \( N_{p,QSO} = 1 \times 10^8 \) (solid line), \( 1 \times 10^9 \) (dashed line), \( 2 \times 10^9 \) (dotted line), and \( 4 \times 10^9 \) (dash dotted line). The wavelength is in Ångström and no noise is added to the spectra for better visibility. The lower panel shows the relative deviation from the highest resolution run.

of \( L_{\text{UV}} = 1.15 \times 10^{47} \text{erg s}^{-1} \).

5.3.4. Simulation setup and convergence

Owing to the high precision required to resolve the slight changes in the ionisation fractions governing the proximity effect, a large amount of photon packages had to be tracked. To achieve this, sub-boxes of 25 Mpc \( h^{-1} \) with \( 200^3 \) cells were selected from the whole box. To ensure that the resulting proximity effect region could be traced to as large a radius as possible, the QSO source was located at the box origin at the cost of analysing only \( 1/8 \) of the full sphere around the QSO.

A convergence study was carried out for one of our models with resulting mock spectra shown in Fig. 5.5. We tested QSO samplings of \( N_{p,QSO} = 10^8, 10^9, 2 \times 10^9, \) and \( 4 \times 10^9 \) for a \( \nu_{LL} = 10^{32} \text{erg Hz}^{-1} \text{s}^{-1} \) QSO residing in a filament at \( z = 3 \). For this test, the \( \alpha = -2.5 \) spectrum was used. Simulating the bright QSO at \( z = 3 \) provides the most challenging convergence test. The IGM is already highly ionised, and the influence of the quasar result in very small neutral hydrogen fractions and we thus need high numerical resolution. The lower luminosity QSO will not alter the IGM as strongly and therefore resolving the ionisation fractions numerically is easier. The same is true at higher redshift, where the IGM is not yet as strongly ionised as at the low redshifts, and the resulting neutral fraction are larger because of the larger optical depth. The \( \alpha = -2.5 \) spectrum is used for this test, since it is more challenging to properly sample the high energy tail than for the harder \( \alpha = -1.5 \) model.

It is obvious that \( 10^8 \) photons are insufficient to model the QSO, even if the mean number of photons crossing each cell is around 10. This number has been considered sufficient to resolve Strömgren spheres in a homogeneous medium (Maselli et al. 2003). The solutions for \( N_{p,QSO} = 2 \times 10^9 \) and \( 4 \times 10^9 \) are similar, with relative differences from
the highest resolution run of at most 5 per cent. To achieve good angular sampling of the QSO environment and sufficiently large cell-crossing numbers, we consider the solution for $N_{p,QSO} = 2 \times 10^9$ as converged. To correctly sample the whole sphere, $1.6 \times 10^{10}$ packages would be required, which is at the moment beyond the capabilities of our code.

The Monte Carlo radiative transfer method is able to follow photo ionisation heating, although since this effect is already included in the equation of state, we keep the temperatures derived from the equation of state fixed throughout the simulation. This approach neglects any temperature fluctuations caused by He II photo-heating during He II reionisation around $z \approx 3$ [McQuinn et al. 2009; Meiksin et al. 2010]. The simulations are run up to $t_s = 2.5 \times 10^8$ yr and the ionisation fractions were averaged over different outputs at different time steps to reduce the Monte Carlo simulation noise.

### 5.4. Line-of-sight proximity effect

In addition to the radiative transfer method for simulating the proximity effect, we also exploit a standard approach to account for the QSO radiation field. This method builds on the work of Bajtlik et al. (1988, also BDO) and Liske & Williger (2001) and we briefly summarise it here. On the basis of the assumption that the IGM is in photoionisation equilibrium with the global UV radiation field, the number density of UV photons produced by bright QSOs is higher in their vicinity than far away and dominate over the UVB. This leads to a reduction in neutral hydrogen, and with it to an opacity deficit of the IGM within a few Mpc from the QSO.

The influence of the QSO onto the surrounding medium leads to an effective optical depth in the Lyα forest

$$\tau_{\text{eff},\text{QSO}}(z) = \tau_{\text{eff},\text{Ly} \alpha}(z) \left(1 + \omega(z)\right)^{1-\beta}$$

(Liske & Williger 2001) where $\tau_{\text{eff},\text{Ly} \alpha}(z)$ represents the evolution of the effective optical depth in the Lyα forest with redshift, and $\tau_{\text{eff},\text{QSO}}(z)$ is the effective optical depth including the alterations by the QSO radiation. Further $\beta$ is the slope in the column density distribution and $\omega(z)$ is the ratio between the QSO and the UVB photoionisation rates.

Then following the assumption of pure geometrical dilution of the QSO radiation as proposed by Bajtlik et al. (1988), we obtain

$$\omega_{\text{BDO}}(z) = \frac{L_{\nu_{\text{LL}}}}{16\pi^2 J_{\nu_{\text{LL}}}(1+z)d_L(z_q,z)^2}$$

(5.11)

with $z$ as the redshift of absorbers along the LOS such that $z < z_q$, and $d_L(z_q,z)$ is the luminosity distance from the absorber to the QSO. $L_{\nu_{\text{LL}}}$ is the Lyman limit luminosity of the QSO and $J_{\nu_{\text{LL}}}$ the UVB flux at the Lyman limit. In observations, the emission redshift of the QSO $z_q$ is subject to uncertainties which propagates through to the $\omega$ scale and increase the uncertainties in the determined UVB photoionisation rate (Scott et al. 2000). In this work we consider the emission redshift to be perfectly known.

We note that this formula is derived assuming identical spectral indices of the QSO and the UVB. In our simulation we consider two different SEDs for the UVB and the
QSO. Therefore in using Eq. 5.11 to estimate the proximity effect, we would introduce a bias. In \( \omega(z) \) the two different spectral shapes can be accounted for by the ratio of the photo-ionisation rates of the QSO as a function of radius \( \Gamma_{QSO}(r) \) and the photo-ionisation rate of the UVB, \( \Gamma_{UVB} \)

\[
\omega(z) = \frac{\Gamma_{QSO}(r)}{\Gamma_{UVB}} = \omega_{BDO}(z) \frac{3 - \alpha_b}{3 - \alpha_q},
\]

where \( \alpha_b \) and \( \alpha_q \) describe the UVB and the QSO SED, respectively, by power laws \( f_\nu \propto \nu^{\alpha} \). Further it is assumed that \( \sigma_{H_1} \propto \nu^{-3} \). Finally, the \( \omega \) scale is uniquely defined once the QSO Lyman limit flux, redshift, and the UVB flux are known. In the following analysis, we always use Eq. 5.12 unless otherwise stated.

This correction for differing SEDs has been used in measurements of the UVB photoionisation rate (Dall’Aglio et al. 2009). However, depending on the spectral shape of the QSO, omitting this correction can result in over- or underestimation of the background flux. As stated in Sect. 5.3.3, we use a QSO spectrum with a rather steep slope of \( \alpha_q = -2.5 \). Using the original BDO formulation alone would result in an overestimation of the UV background flux by almost 30% assuming \( \alpha_b = -1.3 \). We later check whether this correction is able to model the SED effect by comparing our simulations with one that uses a shallower QSO spectral slope of \( \alpha_q = -1.5 \).

As a side note, this spectral effect will alter the QSO’s sphere of influence. We assume as size of the proximity effect the radius \( r_{\omega=1} \) where \( \Gamma_{QSO} = \Gamma_{UVB} \). Then \( r_{\omega=1} \propto r_{BDO,\omega=1} \sqrt{(3 - \alpha_b)/(3 - \alpha_q)} \), and the radius is in the case of our steep QSO spectra 13% smaller for equal \( L_{\nu, LL} \).

5.5. Radiative transfer effects

5.5.1. The overionisation profile

The overionisation profile of the proximity effect around the QSO decays radially because of to geometric dilution. In addition, differences in the spectral energy distribution between the UVB and the QSO influences the size of the proximity effect zone. Both factors are included in the \( \omega \) scale. To determine by how much the QSO decreases its surrounding neutral hydrogen density in our simulations, we determine the overionisation profile \( \Xi(r) = n_{H_1,Ly-\alpha}/n_{H_1,Prox} \), where \( n_{H_1,Ly-\alpha} \) gives the neutral hydrogen fraction unaffected by the QSO radiation. In addition \( n_{H_1,Prox} \) denotes the neutral hydrogen density when we include the additional QSO radiation. Assuming ionisation equilibrium, the overionisation profile is directly proportional to the \( \omega \) scale.

In Fig. 5.6 we show the median overionisation profile determined along 200 lines of sight. These have been extracted from the simulation of a \( L_{\nu, LL} = 10^{31} \) erg Hz\(^{-1}\) s\(^{-1}\) QSO residing in the most massive halo at \( z = 3 \) and \( z = 4.9 \). For both redshifts, the simulation data closely follows the analytical model described in Sect. 5.4 at radii \( r \gtrsim 5 \) Mpc h\(^{-1}\) at \( z = 3 \) and \( r \gtrsim 2 \) Mpc h\(^{-1}\) at \( z = 4.9 \). However, for the faint QSO, the simulated overionisation profile begins to deviate from the analytical solution at smaller radii, where the near host environment leaves an imprint on the profile. In contrast, for the bright QSO shown in the upper left panel of Fig. 5.8 the profile more closely follows the
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Figure 5.6.: Median overionisation profile as a function of the distance from the QSO (black line, grey area gives upper and lower quartiles) hosted by a halo at $z = 3.0$ (left) and $z = 4.9$ (right side) for a QSO luminosity $L_{\nu,LL} = 1 \times 10^{31} \text{erg Hz}^{-1} \text{s}^{-1}$. The analytical overionisation profile including the SED effects is given by the solid line without the grey area. The region affected by oversampling ($r < 1 \text{ Mpc}$) is marked with a dotted line.

analytical model. We need to emphasise that the spatial resolution of the simulations are limited to $r = 0.125 \text{ Mpc h}^{-1}$. Therefore the immediate vicinity of the QSO is poorly resolved. Furthermore, all cells up to a radius of 1 Mpc away from the QSO are subject to oversampling in all our cases. Only beyond a radius of 1 Mpc are cells at most sampled once every time step. Therefore, the solution in this part of the overionisation profile, which is marked in our plots, is unreliable.

5.5.2. Shadowing by Lyman limit systems

We now focus on the overionisation field and discuss how optically thick regions in the intergalactic medium affect the proximity effect. A slice of the overionisation field is shown in the right panel of Fig. 5.1 for the $L_{\nu,LL} = 10^{31} \text{ erg Hz}^{-1} \text{s}^{-1}$ QSO residing in a void at $z = 4$. Again the smooth overionisation profile is seen as expected. However in this smooth transition zone, large shadow cones originating in dense regions are present. The optical depth of these clouds is large enough to absorb most of the ionising photons produced by the QSO. Hence, the ionisation state of the medium behind this absorber remains at the unaltered UVB level.

We determined the hydrogen column density of the shadowing regions in Fig. 5.1. They lie in the range of $1 \times 10^{17} < N_{\text{H}_1} < 5 \times 10^{18} \text{ cm}^{-2}$. The regions causing the shadows therefore represent Lyman limit systems. Whether these systems are able to absorb a large amount of QSO photons depends on the one hand on their density and on the other on the QSO flux reaching them. Absorbers further away from the source will receive less flux from the QSO because of geometric dilution. Therefore, they are more likely to remain optically thick. For systems closer to the QSO, the flux field is more intense and a higher density is needed for them to remain optically thick. Thus the number of shadows increases with increasing distance to the source. Moreover, a highly luminous QSO will produce a larger amount of ionising photons and a higher number of absorbers are rendered optically thin. Hence fewer shadows are present in the overionisation field of a highly luminous QSO.
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Figure 5.7.: Mock spectra synthesised from the $z = 4$ simulation with the QSO in a void. The solid line gives the Lyα forest spectrum without the influence of the QSO, the dashed line the spectrum from the radiative transfer simulation of the proximity effect for a QSO Lyman limit luminosity of $L_{\nu,LL} = 10^{31}$ erg Hz$^{-1}$ s$^{-1}$. The grey line provides the results of a semi-analytical model of the proximity effect that differ significantly from the radiative transfer results behind the strong absorber at the middle of the spectrum. No noise is added to the spectra for better visibility.

By extracting a spectrum through such an absorber (see Fig. 5.7), the influence of the Lyman limit system on the proximity effect signature can be seen. Behind the strong absorber on the left hand side, the spectrum follows the unaffected Lyα forest spectrum. Measurements of the proximity effect behind this system do not show any QSO influence. This shadowing is not described by a semi-analytical model where the optical depth in the forest is altered in proportion to $1 + \omega(z)$. We discuss and use this semi-analytical model in Sect. 5.6. By looking at the semi-analytical model spectrum shown in Fig. 5.7 it is clear that in this model the proximity effect extends beyond the Lyman limit system.

5.5.3. Diffuse recombination radiation

We now discuss the role played by photons produced by recombining electrons with the help of the overionisation profile, since our radiative transfer simulations provide the opportunity to study this diffuse component. With the Monte Carlo scheme we can directly model the radiation field produced by recombination, which in most other schemes is not treated self-consistently. Diffuse radiation produced by recombining electrons plays an important role in radiative transfer problems if the medium is optically thin. Whenever photons originating in recombination events are able to travel over large distances (i.e. larger than one cell size), energy is redistributed on the scale of the photon’s mean free path and the ionisation state is altered over these distances. The importance of diffuse radiation in the simplest of radiative transfer problems, the Strömgren sphere, has been shown in Ritzerveld (2005) where the outer 30% of the Strömgren radius are found to be dominated by recombination photons. In addition Aubert & Teyssier (2008) used their radiative transfer code to discuss how much the on-the-spot approximation, a popular assumption that treats recombination photons as a local process, alters the results of widely used test cases.

Recombination photons to the hydrogen ground level possess enough energy to ionise
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Figure 5.8.: Median overionisation profile as a function of the distance from the QSO hosted by a halo as in Fig. 5.6. We show the influence of the diffuse field on the H\textsc{ii} region for $L_{\nu,LL} = 10^{32}$ erg Hz$^{-1}$ s$^{-1}$ at $z = 3.0$. The upper left plot shows the full radiative transfer simulation, the right plot the one without diffusive radiation, and the lower left plot results using the on-the-spot approximation. The analytical overionisation profile including the SED effects is given by the solid line. The region affected by oversampling ($r < 1$ Mpc) is marked with a dotted line. The lower right histograms gives the distribution of the overionisation fraction at radii $r = 10$ Mpc $h^{-1}$ (left) and $r = 20$ Mpc $h^{-1}$ (right). The solid lines give radiation transfer results, the dashed lines shows results omitting diffusion, and the dot-dashed distribution illustrates results obtained with the on-the-spot approximation. The solid tick indicates the analytical solution.
other hydrogen atoms. If this photon is absorbed by a nearby neutral atom, the on-the-spot approximation can be applied where it is assumed that all recombination photons are absorbed by neighbouring atoms. This is true if the medium is dense and the optical depth high enough for local equilibrium between recombination and absorption to be reached. If however the optical depth is small, the mean free path is longer than the simulation cell size and the recombination photons are absorbed far away from their origin. In this case, the on-the-spot approximation breaks down.

We expect recombination radiation to play an important role in the proximity effect, since the optical depths in the Ly$\alpha$ forest are low. To identify the region where recombination processes influence the solution, we run one simulation without emitting recombination photons. However, we still use case A recombination rates and call this the ‘no diffusion case’. Furthermore we implement the on-the-spot approximation using case B recombination rates. As before, we do not follow any recombination photons. We expect to see differences at lower redshift, where the mean free paths for ionising photons are large. Therefore, we consider the snapshot at redshift $z = 3$ with the $L_{\nu LL} = 10^{32}$ erg Hz$^{-1}$ s$^{-1}$ QSO residing in a halo for this experiment.

The resulting median overionisation profiles are presented in Fig. 5.8. We also show the overionisation distribution at two radii to more accurately compare the different runs. At radii $r > 1$ Mpc $h^{-1}$ we obtain profiles that closely reproduce the theoretical estimates. We see some noisy fluctuations in the profiles. Owing to the larger ionisation fractions for the bright QSO, the ionisation fractions themselves are more susceptible to Monte Carlo noise. Since the neutral hydrogen fractions in the direct vicinity of the QSO are 2 dex lower for the bright QSO than for the faint one, higher precision is needed to more precisely evaluate the extremely low neutral fractions. However, increasing the number of photon packages yet further is at the moment beyond the capabilities of our code.

Comparing the no diffusion run with the full radiative transfer solution shows that recombination greatly contributes to the outer parts of the proximity effect region. The no diffusion solution does not gradually go to unity, but continues to decay rapidly until the QSO’s influence vanishes. At $r = 20$ Mpc $h^{-1}$, the difference between the result with and without the diffuse recombination field is 23%. This means that recombination radiation contributes to the photoionisation rate by 23% at this radius, if one assumes that the ionisation fraction is directly proportional to the photoionisation rate.

The on-the-spot solution on the other hand over predicts the extent of the proximity effect zone by about a factor of 2. This means that keeping the energy produced by recombining electrons locally confined over predicts the amount of ionised hydrogen. As a result, the QSO’s sphere of influence is overestimated. Furthermore, the on-the-spot solution exhibits a larger dispersion between the lines of sight than the radiative transfer simulation (see Fig. 5.8 lower right panel). We therefore conclude that the on-the-spot approximation is insufficient when modelling the proximity effect.
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5.6. Radiative transfer on the line-of-sight proximity effect

5.6.1. Strength parameter

We discuss the imprint of radiative transfer on the line-of-sight proximity effect in Ly\(\alpha\) spectra as analysed in observations. To this aim, we study a sample of 500 lines of sight originating in the QSO position with randomly drawn directions. We then measure the proximity effect signature.

First an appropriate \(\omega\)-scale is constructed for each QSO by applying Eq. 5.12 including the SED correction term. In Sect. 5.7.2, we discuss how well the correction term accounts for the SED effect. Given the \(\omega\)-scale, we then determine the mean transmission in bins of \(\Delta \log \omega = 0.5\) for each line of sight. The mean proximity effect signal is calculated by averaging the mean transmission in each \(\log \omega\) bin over the QSO lines of sight. We determine the mean optical depth in each bin. The relative change introduced in the optical depth by the QSO is evaluated by computing the normalised optical depth \(\xi\) defined as

\[
\xi = \frac{\tau_{\text{eff, QSO}}}{\tau_{\text{eff, Ly\(\alpha\)}}}, \tag{5.13}
\]

where \(\tau_{\text{eff, QSO}}\) is the effective optical depth in a \(\log \omega\) bin and \(\tau_{\text{eff, Ly\(\alpha\)}}\) the effective optical depth in the Ly\(\alpha\) forest without the influence of the QSO. For \(\Delta \log \omega < 1\), we find the resulting normalised optical depths to be weakly dependent on the chosen bin size.

To quantify any difference in the proximity effect signature to the expected one given by Eq. 5.12 we adopt the ‘strength parameter’ as in Dall’Aglio et al. (2008b,a). The strength parameter \(a\) is defined as

\[
\xi = \left(1 + \frac{\omega}{a}\right)^{1-\beta}, \tag{5.14}
\]

where \(\omega\) is defined by Eq. 5.12. As we know the UVB photoionisation rates in our models, we use the values given in Table 6.1 to define the reference \(\omega\). Then values \(a > 1\) or \(a < 1\) describe weaker or stronger proximity effects, respectively. The SED correction term in Eq. 5.12 can also be interpreted in the framework of the proximity strength parameter.

The strength parameter for each line-of-sight can also be measured individually. By obtaining the proximity effect strength for each line of sight, the strength parameter distribution function can be constructed. Studying its properties provides additional insight into the proximity effect signature and was used by Dall’Aglio et al. (2008b) to derive the UVB photoionisation rate. How well this method performs in the present study is discussed in Sect. 5.8.

5.6.2. Additional models

In addition to the lines of sight obtained from the radiative transfer simulation, we explored two other models allowing us to characterise the imprint of the cosmological density distribution and radiative transfer in the analysis of the proximity effect. These complementary analyses are used to obtain spectra that can be directly compared to our radiative transfer results.
Semi-Analytical Model (SAM) of the proximity effect: From the radiative transfer simulation of only the UV background, we know the ionisation state of hydrogen in the box without the influence of the QSO. We can then semi-analytically introduce the proximity effect along selected lines of sight from the QSO by decreasing the neutral fractions by the factor $(1 + \omega)$. We choose the same 500 lines of sight as in the full radiative transfer analysis.

This model includes the imprint of the fluctuating density field on the spectra. Since the semi-analytical model includes only geometric dilution and the influence of the SED, any differences in the results of the full radiative transfer simulations are indicative of additional radiative transfer effects.

Random Absorber Model (RAM): In our radiative transfer simulations, we can only cover the proximity effect signature up to $\log \omega \geq 0.5$ for the faint QSO and to $\log \omega \geq 1.0$ for the strong one, because of the finite size of our simulation box. To overcome this limitation, we employ a simple Monte Carlo method to generate Ly$\alpha$ mock spectra used in observations to study systematic effects in the data (Fechner et al. 2004; Worseck et al. 2007). The Ly$\alpha$ forest is randomly populated with absorption lines following observationally derived statistical properties. The constraints used are: 1) the line number density distribution approximated by a power law of the form $dn/dz \propto (1 + z)^{\gamma}$ where $\gamma = 2.65$ (Kim et al. 2007); 2) the column density distribution given by $f(N_{H_1}) \propto N_{H_1}^{-\beta}$, where the slope is $\beta \approx 1.5$ (Kim et al. 2001); and 3) the Doppler parameter distribution given by $dn/db \propto b^{-5} \exp \left[ -b^4/\sigma^4 \right]$, where $b_{r} \approx 24$ km/s (Kim et al. 2001). For a detailed discussion of the method used, we refer to Dall’Aglio et al. (2008a,b).

The random absorber model does not take into account the effects of the clustering of absorption lines due to large-scale fluctuations in the density distribution. Therefore we use this model to determine any possible bias in the analysis method and to infer the effect of absorber clustering. Furthermore, since we can generate spectra of a broad wavelength coverage as in observed spectra, we can quantify the effect introduced by the truncated coverage of the $\omega$ scale in the spectra from the radiative transfer simulation. With this simple model, it is possible to study any systematics present in the analysis, such as the influence of the $\Delta \log \omega$ bin size on the resulting proximity effect.

5.7. Mean proximity effect

Now we discuss the results of the mean proximity effect as measured in the synthesised spectra.

5.7.1. Mean normalised optical depth

The main results are presented in Figs. [5.9] and [5.13]. In both plots, we show the analytical model defined by to Eqs. [5.10] and [5.13] for comparison. The model predicts that at high $\omega$ values, the QSO shows the strongest influence and the normalised optical depth is very low (at the QSO where $\omega = \infty$, the normalised optical depth is $\xi = 0$). Then in the range $2 > \log \omega > -1$ the influence of the QSO gradually declines because of geometric dilution and reaches $\xi = 1$ for small $\omega$ values. There the Ly$\alpha$ forest is unaffected by the QSO.
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The normalised optical depth profile derived from the transfer simulations closely resembles the functional form of the analytical expectations. However, a shift in the profile is present that we quantify using the proximity strength parameter. In observations, the strength parameter is used to measure the UVB photoionisation rate. We therefore faithfully apply the same method to the simulation results. However, since we know the UVB in our models, we can directly compare the photoionisation rate determined using the strength parameter with the model input. The strength parameter is determined by fitting Eq. 5.14 to the data points using the Levenberg-Marquardt algorithm and a least absolute deviation estimator weighted by the error in the mean. To obtain a reasonable fit, data points deviating strongly from the profile above \( \log \omega > 2 \) were excluded. This also excludes the unreliable region within 1 Mpc of the QSO in the radiation transfer simulation, which translates to an \( \log \omega \geq 2.4 \) for the faint QSO and \( \log \omega \geq 3.4 \) for the bright one. We provide the resulting strength parameters in Table 5.2 and include the fitted profiles in all plots of the mean proximity effect. The shift is due to the large-scale environment around the QSO hosts, which we discuss in more detail in Sect. 5.7.3.

For each data point, we show two error bars, the standard deviation in the sample and the 2\( \sigma \) error in the mean. The sample standard deviation indicates the variance between the 500 lines of sight. These variances are very large and extend to values above \( \xi > 1 \). Values of \( \xi > 1 \) arise when saturated absorption systems dominate the optical depth in a \( \log \omega \) bin and increase the optical depth above the mean effective optical depth in the forest. A detailed illustration is given in the Appendix. Since the real space distance covered by the \( \log \omega \) bins increases with decreasing \( \omega \), there the contribution of saturated systems and the variance is lower.

On the other hand, the error in the mean is small because of to our sample size of 500 lines of sight, thus the mean profiles are well determined. However, the mean profile does not strictly follow the smooth analytical model, but displays strong fluctuations. These fluctuations are enhanced by our being able to analyse the QSO only in one octant. We also focus our analysis on merely one object, making the signal sensitive to the surrounding density distribution. If multiple halos were combined to one mean profile, the fluctuations would diminish and the profile would follow the smooth analytical profile more closely. Since the data points deviate from the analytical profile, the determination of the strength parameter is quite uncertain. To estimate a formal error in the strength parameter, we applied the Jackknife method. The error values are provided in Table 5.2.

We verified whether the Monte Carlo noise of the radiation transport simulation contributes to the signal’s variance by reducing the QSO’s photon packages production by half. This does not contribute noticeably to the variance in the signal. The large scatter in the proximity effect signal therefore originates in the distribution of absorption systems along the line of sight. It is a direct imprint of the cosmic density inhomogeneities. The probability distribution of the normalised optical depths in each \( \log \omega \) bin is approximately log-normal as shown in Fig. 5.16.

5.7.2. Performance of the SED correction term

With our radiative transfer simulations, we can test whether the SED correction term in Eq. 5.12 describes the effect of a QSO and UV background that have different spectral shapes. The SED adds to the mentioned shift in the normalised optical depth, \( \xi \), already
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Figure 5.9.: The normalised optical depth for the $L_{\nu L} = 10^{31} \text{ erg Hz}^{-1} \text{ s}^{-1}$ QSO with the standard SED residing in a halo at $z = 3$. Continuous lines show the fitted profiles. The triangles and dash-dotted line indicate the radiation transfer proximity effect without the use of the SED correction term. The circles and dotted line provide the radiation transfer results including the SED correction. The QSO with the hard $\alpha_q = -1.5$ SED is given by the squares and dashed line. The original BDO model is shown as the solid line. The dotted error bars show the sample standard deviation. The solid errors show the $2\sigma$ error in the mean.

introduced by the large-scale density distribution around the QSO hosts. To identify the SED influence, we re-simulate the $z = 3$ faint QSO residing in a halo with a $\alpha_q = -1.5$ power-law SED. With the background’s SED slope of $\alpha_b = -1.28$, we expect to detect only a slight shift caused by the different slopes of $\Delta \log a = 0.02$. The softer Trammell et al. (2007) SED used in the rest of the chapter yields a shift of $\Delta \log a = 0.11$. If the SED correction term performed as intended, the corrected proximity effect profile of the soft SED QSO would lie approximately on top of the one with the hard SED.

In Fig. 5.9, we present the results of this experiment, where we plot the proximity effect profile of the $\alpha_q = -1.5$ QSO, and SED-corrected and uncorrected profile for the QSO with $\alpha_q \approx -2.5$. The data points of the corrected $\alpha = -2.5$ profile lie almost on the $\alpha_q = -1.5$ profile as expected. A similar picture emerges by looking at the strength parameters. The uncorrected soft SED yields a strength parameter of $\log a = 0.84 \pm 0.06$. By including the correction term, we obtain $\log a = 0.70 \pm 0.12$. For the $\alpha_q = -1.5$ SED, we obtain a strength parameter of $\log a = 0.65 \pm 0.05$. The different values of the SED-corrected and the soft QSO results are consistent within the error bars.

5.7.3. Influence of the large-scale environment

The environmental density around the QSO has been shown to strongly influence the proximity effect. By studying random DM halos in a mass range of from $1.4 \times 10^{11} M_\odot h^{-1}$ to $9 \times 10^{12} M_\odot h^{-1}$, Faucher-Giguère et al. (2008b) detected an enhancement in the mean overdensity profiles up to a comoving radius of $(10 - 15) \text{ Mpc} h^{-1}$. Only at larger radii does the average overdensity profiles exceed the cosmic mean. The overdensity profiles fluctuate strongly between different halos. Since an enhanced density directly translates
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Figure 5.10.: The mean overdensity profiles of the halo (solid line), filament (dashed line), and void (dash-dotted line) environment at redshift $z = 3$ as a function of comoving radius. The mean profiles are shown by thick lines. The thin lines indicate the 1σ fluctuations in the density field. An excess in overdensity is seen for all environments in the range of $3 < r_c < 10 \, \text{Mpc} \, h^{-1}$, where the profile stays above the average overdensity.

into an enhancement of the Lyα forest optical depths, the proximity effect measurement is biased accordingly.

We determined the mean overdensity profiles and the fluctuations around the mean for our three QSO host environments. The resulting mean profiles are shown in Fig. 5.10 for $z = 3$. Our density profiles show two different influences.

First, the local environment around the QSO host leaves an imprint on the profiles up to a radius of $r \approx 2 \, \text{Mpc} \, h^{-1}$. This is seen in the halo case where the massive host halo is responsible for a strong overdensity that steadily declines up to $r \approx 2 \, \text{Mpc} \, h^{-1}$. The contrary is seen in the void case, where up to $r \approx 3 \, \text{Mpc} \, h^{-1}$ the underdense region of the void is seen. At larger radii, the density increases quite strongly.

All our environments display an overdensity between $r \approx 3 \, \text{Mpc} \, h^{-1}$ and a radius of around $r \approx 15 \, \text{Mpc} \, h^{-1}$. In this region, the density lies above the cosmic mean. We refer to this phenomenon as a large-scale overdensity. Further away from the QSO, the cosmic mean density is reached. The same behaviour is seen at higher redshifts. There, however, the amplitude of the large-scale overdensity is lower. The presence of the large-scale overdensity in the case of the most massive halo is a direct consequence of the most massive halo forming where there is a large overdensity. However, around the filament and the void, this a large-scale overdensity is a random selection effect.

An excess in density translates into an excess of Lyα optical depth in this region compared to the mean optical depth. Thus, the normalised optical depth $\xi$ increases and leads to a biased proximity effect. The immediate environment around the quasar extends to $\log \omega \approx 1.5$ for the faint source and to $\log \omega \approx 2.5$ for the bright one. At smaller $\log \omega$, the large-scale overdensity influences the proximity effect signal up to $\log \omega \approx 0.3$ for the faint and to $\log \omega \approx 1.3$ for the bright QSO.
5.7. Mean proximity effect

Figure 5.11: Comparison of the proximity effect at redshift $z = 3$ of a) the RAM (triangles and dotted line), b) the semi-analytical model (circles and dash dotted line), and c) the results from the radiative transfer simulation (squares and dashed line). The solid line shows the BDO reference analytical model. The dashed vertical line marks the start of the unreliability region of $\log \omega \geq 2.4$ for the faint QSO and $\log \omega \geq 3.4$ for the bright QSO. Results are shown for a QSO sitting in a filament. The left panel is for the low luminosity source, and the right one for the high luminous one. We show only the $2\sigma$ errors in the mean.

Motivated by these considerations, we study the influence of the cosmic density fluctuations on the proximity effect profile. To understand whether radiative transfer effects or the large-scale overdensity are responsible for the shift in the normalised optical depth shown in Fig. 5.9, we use the reference models introduced in Sect. 5.6.2.

We show the resulting proximity effect profiles for the reference models of the faint and bright QSO residing in the filament at $z = 3$ in Fig. 5.11. We use the RAM to infer the bias introduced by the analysis method itself because of the finite size of our spectra. In addition, the SAM allows us to determine the influence of the fluctuating density field by omitting any possible radiative transfer effect. On top of that, we show the radiative transfer results.

The data points of the RAM follow the standard BDO profile well for both luminosities. However, a slight shift is seen in the fitted profiles. The strength parameters are $\log a = 0.06 \pm 0.05$ in the case of the weak QSO and $\log a = 0.05 \pm 0.10$ for the strong QSO. Within the error bars, this is consistent with the analytical predictions. A small shift in the signal was found to be intrinsic to the analysis method because of the asymmetry that it produced in the $\xi$-distribution (Dall'Aglio & Gnedin 2010).

As for the radiative transfer results, those for the SAM display a strong shift towards the QSO. This is a clear indication that the cosmological density distribution is responsible for the large shift. Comparing the SAM with the radiative transfer results reveals no strong difference. The ratio of the strength parameter of the two models $\log(a_{\text{RT}}/a_{\text{SAM}})$ for the faint QSO is $-0.1$ and for the bright one 0.1. Considering the uncertainties in the strength parameters, the two model yield identical results. We provide the ratios of the strength parameters of the two models for all the studied environments and redshifts in Table 5.2. The ratios vary widely between the different models. However, owing to the uncertainties in the strength parameter, we attribute these differences to the inability of the analytical model to account for the large-scale density distribution.

To strengthen this conclusion, we performed one additional test, where we applied
the SAM to 500 randomly selected lines of sight of random origins and directions in the box and not only one specific origin. The resulting proximity effect profile is shown in Fig. 5.12. The profile now smoothly follows the analytical model without any significant fluctuations around it. The strength parameter of $\log a = 0.11 \pm 0.10$ is also consistent with the SED-corrected BDO model. The analytical model is thus a good description of lines of sight with random origins and directions.

Thus the large shift in our simulations is solely due to large-scale overdensities around our sources. We cannot identify significant radiative transfer effects in addition to the one modelled with the SED correction term, since the SAM model gives similar results to the radiative transfer simulations.

5.7.4. Influence of the host environment

We present the resulting proximity effect profiles for the halo, filament, and void QSO host environments as a function of redshift in Fig. 5.13. The corresponding strength parameters are given in Table 5.2. In the analysis, the unreliability region of $\log \omega \geq 2.4$ for the faint QSO and $\log \omega \geq 3.4$ for the bright QSO were excluded. As we have seen in the previous section, the local host environment of the QSO extends to a comoving radius of $r \approx 2 \text{ Mpc} \, h^{-1}$. Hence, we expect the local environment to affect the proximity effect profiles up to $\log \omega \approx 1.5$ for the faint QSO and to $\log \omega \approx 2.5$ for the bright one.

The effect of the local environment is significant in the halo case. Except for the $z = 4.9$ bright QSO, the $\xi$-profile steepens strongly in the direct vicinity of the QSO. The $\xi$-values start to rise to such an extent, that they lie beyond the plotted region and deviate strongly from the analytical model. In addition, the fluctuations in the normalised optical depth strongly increase. This departure from the analytic profile turns out to pose a problem to the determination of the strength parameter. To obtain a reasonable fit, the region of the local environment needs to be excluded.
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Figure 5.13: The combined proximity effect signature of all 500 lines of sight analysed with the BDO model showing the dependence on environment, luminosity, and redshift. The left column shows the case of a faint $L_{\nu,LL} = 10^{31} \text{ erg Hz}^{-1} \text{ s}^{-1}$ QSO, the right one of a luminous $L_{\nu,LL} = 10^{32} \text{ erg Hz}^{-1} \text{ s}^{-1}$ QSO. From top to bottom, redshifts are 4.9, 4, and 3. The solid lines show the geometrical dilution model, the other lines are best fits to the measurements with parameters given in Table 5.2. The circles and dotted lines show the halo cases, the squares and dashed lines the filament case and triangles and dash-dotted lines the void case. Symbols are horizontally shifted by $\pm 0.05$ for better visibility. The dotted error bars show the sample 1$\sigma$ standard deviation. The solid errors give the 2$\sigma$ error in the mean. The dashed vertical line marks the start of the unreliability region of $\log \omega \geq 2.4$ for the faint QSO and $\log \omega \geq 3.4$ for the bright QSO.
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Table 5.2.: Parameters of the \( \log a \) fits to the combined proximity profile for the semi-analytical model (SAM) and the radiative transfer simulation (RT). We indicate the 1\( \sigma \) errors.

\begin{table}[h]
\begin{tabular}{cccccc}
\hline
\( z \) & \( L^\ddagger_{\nu, \ell, \ell} \) & \( \log(a_{\text{RT}}/a_{\text{SAM}}) \) & \( \log a_{\text{RT}} \) & & \\
& & halo & fil. & void & filament & void \\
4.9 & \( 10^{31} \) & 0.1 & 0.2 & 0.4 \( \pm \) 0.1 & 0.3 \( \pm \) 0.1 & 0.3 \( \pm \) 0.1 \\
4.0 & \( 10^{31} \) & 0.3 & 0.0 & 0.3 & 0.6 \( \pm \) 0.1 & 0.1 \( \pm \) 0.1 & 0.6 \( \pm \) 0.1 \\
3.0 & \( 10^{31} \) & 0.3 & 0.0 & 0.1 & 0.7 \( \pm \) 0.1 & 0.5 \( \pm \) 0.1 & 0.4 \( \pm \) 0.2 \\
4.9 & \( 10^{32} \) & 0.2 & 0.1 & 0.2 \( \pm \) 0.1 & 0.1 \( \pm \) 0.1 & 0.2 \( \pm \) 0.1 \\
4.0 & \( 10^{32} \) & 0.4 & 0.0 & 0.7 & 0.2 \( \pm \) 0.2 & 0.1 \( \pm \) 0.1 & 0.7 \( \pm \) 0.2 \\
3.0 & \( 10^{32} \) & 0.5 & 0.1 & 0.3 \( \pm \) 0.3 & 0.3 \( \pm \) 0.1 & 0.3 \( \pm \) 0.1 \\
\hline
\end{tabular}
\end{table}

\( \ddagger \): erg Hz\(^{-1}\) s\(^{-1}\)

For the filament and void environment however, this departure is not seen as expected. Only in the profile of the \( z = 3 \) faint QSO in the filament environment is there an enhancement at \( \log \omega \approx 2.5 \). In the filament and void environments, the scatter in the normalised optical depth decreases. The lack of density enhancements in the immediate surroundings of the host thus reduces the scatter. The influence of the local environment also decreases with increasing luminosity, which is not only because of the lower opacity, but also the larger spatial coverage of each \( \log \omega \) bin.

Beyond the local environment, the \( \xi \)-values return to the smooth profile expected from the analytic model. At \( z = 4.9 \), the different environments have identical profiles. With decreasing redshift however, the profiles in the different environments start to deviate from the analytical profile without any clear trend. Similar deviations can also be seen in the corresponding strength parameters. For example, the results for the faint halo and void at \( z = 4 \) agree. In contrast, for the bright QSO, the strength parameters of the halo and the void disagree. The halo and the filament results agree within the error bars. Owing to the limitations of the analytical model to account for the large-scale overdensity present in the simulation data, the fitted strength parameters exhibit large unsystematic fluctuations. In Sect. 5.5, we have seen that the local environment does not cause deviations from the geometric dilution model beyond 2 Mpc \( h^{-1} \). The overionisation profile was not found to be influenced by the halo, filament, or void environment at large radii. Therefore we conclude that the local environment does not influence the proximity effect profile at radii larger than the local host environment. Furthermore, the fluctuations in the strength parameter do not correlate with the source environment and solely arise from the analytical model not taking the cosmological density distribution into account.

5.7.5. Redshift evolution

Studying the strength parameters, no apparent evolution with redshift can be seen, if the fitting errors are taken into account. However, the uncertainties in the strength parameter decrease with increasing redshift. Only in the faint halo case is there a hint of a decrease in proximity strength with increasing redshift.
5.8. Proximity effect strength distribution

By looking at the $\xi$-profiles in Fig. 5.13, a clear decrease in the fluctuations around the mean profile can be seen with increasing redshift. This is because the density fluctuations of the dark-matter are not as well developed at high redshifts as at lower ones. A minor effect may result from the decreasing transmission of the Ly$\alpha$ forest at higher redshift, i.e. the narrow range of gas densities probed by the Ly$\alpha$ forest. The analysis of the large-scale overdensity discussed in Sect. 5.7.3 demonstrates however the dominance of the evolution of the density field. There is a slight tendency of the profile to be stronger shifted at low redshifts than at $z = 4.9$. This is especially prominent in the case of the $L_{\nu,L} = 10^{32}$ erg Hz$^{-1}$ s$^{-1}$ QSO.

5.7.6. Luminosity dependence

The environmental bias of the proximity effect signature depends on the QSO luminosity. For all redshifts that we have studied, the shift in the profile is smaller for the bright QSO than for the weak one. The variance in the signal also decreases with increasing QSO luminosity. This can be most clearly seen for redshifts $z = 4.9$ and $z = 3$.

The cause of the luminosity dependence is that the $\omega$ scale is a function of the QSO luminosity. Therefore an increase in the QSO luminosity translates into larger distances covered by each $\log \omega$ bin. This dampens the influence of the fluctuating density field and thus the variance in $\xi$. Hence luminous QSOs help to constrain more tightly the proximity effect signature.

5.8. Proximity effect strength distribution

We now discuss our results for the distribution of the strength parameter determined on individual lines of sight. The asymmetry of the $\xi$-distribution and the large-scale overdensity biases the mean proximity effect profiles, as we have discussed in the previous Section. To avoid this bias, Dall’Aglio et al. (2008a) used the proximity strength distribution along individual lines of sight to measure the UVB flux, and proposed that the peak of the distribution provides a measure of the UVB. We test the proposed method with our simulations.

The proximity effect strength distribution is obtained by determining the $\xi$-profile for each individual line of sight and by fitting Eq. 5.14 to the profile. In contrast to the last section, we use all available $\xi$ data points (except the ones inside the numerically unreliable region) in the fitting procedure. Whenever the simulated data deviates strongly from the analytical model because of the large variance in the $\xi$-values, it is not possible to determine a strength parameter. This problem is significant for the faint QSO residing in a halo, where the proximity effect profile deviates from the analytical one at $\log \omega > 1.5$. There the fitting procedure failed in most cases and we cannot derive a strength parameter distribution.

In Fig. 5.14 we present the proximity effect strength distribution from our simulations. Only those lines of sights contribute to the distribution, for which a strength parameter could be determined, although we always normalise the distributions $P(a)$ to unity. We employ the comparison models to investigate the various effects that alter the strength distribution. To compare with the results obtained from the mean proximity effect profile, we mark the strength parameters of the mean profiles as given in Table 5.2.
Figure 5.14.: The distribution of the strength parameter $\log a$ of the proximity effect along the different lines of sight for the radiative transfer simulations (solid histogram), compared with RAM (dotted line) and the SAM (solid line). The mean $a$-values from the radiative transfer simulations Table 5.2 and their uncertainties are shown as vertical lines on top of each panel. The upper two panels show the low luminosity case. The lower three panels provide the results for the luminous QSO. From left to right, the redshifts are 4.9, 4, and 3. The vertical dashed line marks $\log a = 0.0$. 
All our models display a strength distribution that is clearly peaked and has a large scatter of \(\sigma(\log a) = 0.3, 0.4, \) and \(0.7\) at redshifts \(z = 4.9, 4, 3.\) This scatter is much larger than the variance in the \(\log a\) values of the mean analysis. All the models show a similar strength distribution as the respective ones of the RAM. In the case of the faint QSO, they all peak around \(\log a = 0.\) For the bright QSO, the peak is somewhat shifted to negative \(\log a = -0.1.\) This shift is also present in the RAM results. We therefore suspect that it is due to the small \(\omega\) scale coverage for the bright QSO and the corresponding uncertain fits. It follows that the peak of the strength distribution can be used to derive unbiased estimates of the proximity effect.

The strength distribution is thus surprisingly not sensitive to the large-scale overdensity environment discussed in the mean analysis. In the averaging process for deriving the mean profile, we are biased by the spherically averaged overdensities shown in Fig. 5.10. By fitting the strength parameter individually, less weight is given to single \(\log \omega\) bins deviating from the expected profile. This confirms the claim of Dall’Aglio et al. (2008a) that using the proximity effect along individual lines of sight leads to a stable unbiased estimate of the proximity effect and thus of the UVB.

As in the mean analysis, we can investigate the influence of the local environment, the quasar redshift, and the quasar luminosity. The shape of the strength parameter distribution is not influenced by the QSO’s local environment. Whether the QSO resides in a halo, a filament, or a void, the maximum, median, and width of the distribution is not affected. Only for the faint quasar does the halo environment strongly influence the proximity effect profile so that in many cases no reasonable fit could be given. The width of the distribution is found to increase strongly with redshift. This is clearly a consequence of the increasing density inhomogeneities. Overall we find a large uncertainty in the proximity effect along individual sight lines. This is due to the limited \(\omega\)-scale coverage of the simulated spectra, which are much smaller than in the observations analysed in Dall’Aglio et al. (2008a).

5.9. Conclusions

We have performed high resolution Monte Carlo radiative transfer simulations of the line-of-sight proximity effect. Using dark-matter-only simulations and a semi-analytic model of the IGM, we have applied our radiative transfer code in a post-processing step. The aim of this chapter was to identify radiative transfer influence on the proximity effect for QSOs with different Lyman limit luminosities, different host environments, and at different redshifts.

Owing to the low optical depths in the Ly\(\alpha\) forest, we demonstrated that the on-the-spot approximation is insufficient in treating the proximity effect. Diffuse radiation from recombining electrons significantly contribute to the ionising photon budget over large distances and need to be taken into account in the simulations.

In the radiative transfer simulations, we identified Lyman limit systems that cast shadows behind them in the overionisation profile. Any Lyman limit system between the QSO and the observer will result in a suppression of the proximity effect. Behind such a system, the Ly\(\alpha\) forest is not affected by the additional QSO radiation and a detection of the proximity effect is not possible. However, Lyman limit systems appear only along
rare lines of sight and influence only marginally the proximity effect statistics.

Mock spectra have been synthesised from the simulation results, and methods similar
to those used in observations have been applied to extract the observable proximity
effect signature. We compared these results with the widely used assumption of the
BDO model that only geometric dilution governs the overionisation region around the
QSO. We have also used a random absorber model applied extensively in the analysis of
observational data. Furthermore, a semi-analytical model was employed to analytically
model the proximity effect signal onto spectra drawn from the UVB-only simulations.

We have shown that differences in the shape of the UVB spectral energy distribution
function and the spectrum of the QSO introduce a bias in the proximity effect strength.
In the original formulation of the BDO model, the SED of the two quantities was assumed
to be equal. Differences in the SED of the QSO and the UVB result in a weakening
or strengthening of the proximity effect. This bias can be analytically modelled by
introducing a correction term in the BDO formalism. We have tested the performance of
the correction term. The correction term accounts mostly but not completely for the
effect. However, the remaining difference lies within the precision of the determination of
the strength parameter.

In all simulations and models, we have confirmed a clear proximity effect profile.
However, we found a strong scatter between different lines of sight. Cosmological density
inhomogeneities introduced strong fluctuations in the normalised optical depths of the
proximity effect. They are caused by individual strong absorbers along the line of sight.
The influence is significant near the QSO and can dominate over the standard proximity
effect profile if the QSO resides in a massive halo. The fluctuations in the normalised
optical depth are smaller, if more luminous QSOs are considered. There the real space
coverage of each log ω bin is larger and therefore the fluctuations decrease. In addition
the fluctuations decrease with increasing redshift.

We have studied the influence of different QSO host environments on the proximity
effect. The QSO was placed in the most massive halo, in a random filament, and in a
random void. The local host environment up to a scale of $r \approx 2 \text{ Mpc} h^{-1}$ is responsible
for deviations from the BDO model near the QSO. However, it does not affect the
proximity effect at radii larger than $r \approx 2 \text{ Mpc} h^{-1}$, and the smooth proximity effect
signature was regained.

In the three environments selected for this study, random density enhancement on
scales up to $r \approx 15 \text{ Mpc} h^{-1}$ were present. These overdensities introduced a bias in the
mean analysis, that decreases the proximity strength. It is a strong effect, clearly seen
by averaging the profiles over the 500 lines of sight and then estimating the mean profile.
This bias will affect any UVB measurement made using this method. The influence of
the bias decreases with increasing QSO luminosity.

Our radiative transfer results complement the analysis of the proximity effect zone
performed using a semi-analytical model by Faucher-Giguère et al. (2008b). There the
authors find a significant dependence of the combined proximity effect on the QSO
host halo both by the action of the absorber clustering and the associated gas inflow.
Coinciding with our analysis, a stronger proximity effect signal is found at lower redshift
because of the higher gas density inhomogeneities. The authors also discuss the nearly log-
normal probability distribution of the flux decrement, and they find a strong dependence
of the average overionisation in the near zone around the QSO host on the halo mass on
5.10. Strong absorber contamination of the normalised optical depth

In Section 5.7 we have discussed the single line of sight variance of the normalised optical depth $\xi$ and its dependency on luminosity and redshift. In this Appendix we illustrate where and how this variance arises.

The normalised optical depth $\xi$ is the ratio of the effective optical depth in the QSO spectra measured in $\log \omega$ bins to the effective optical depth present in the unaffected Lyα forest. If the optical depth in a $\log \omega$ bin is larger than in the unaffected forest, $\xi$ will be larger than unity. The range covered by the $\log \omega$ bins in the spectra decreases towards the QSO. Therefore any strong absorption system present in the small ranges covered by high $\log \omega$ bins will bias the optical depth in the bins and therefore increase $\xi$ to values above unity. This bias gives rise to the large variance in $\xi$ at large $\log \omega$. It is interesting to note, that an increase in the QSO Lyman luminosity by one dex also increases the proper distance covered in a $\log \omega$ bin by one dex. Thus the influence of strong absorbers is lower, the more luminous the QSO is.

In Fig. 5.15 we show five spectra taken from the $z = 3$ QSO situated in a void with a luminosity of $L_{\nu,\text{Ly} \alpha} = 10^{31}$ erg Hz$^{-1}$ s$^{-1}$. The spectra are plotted in $\log \omega$ space and the normalised optical depth measured in the $\log \omega$ bins is overplotted by solid dots. The spectrum at the bottom panel shows an uncontaminated proximity effect profile. However, all the others panels illustrate the influence of high column density systems on the profile. In the second and third spectra, prominent absorption lines elevate $\xi$ to
Figure 5.15.: Sample spectra taken from the $z = 3$ low luminosity void QSO showing the radiative transfer simulations including the proximity effect (solid line) and without it (dashed line). The spectra are given in $\log \omega$ scale and for better visibility, no noise has been added to the spectra. The normalised optical depths $\xi$ at each $\log \omega$ bin is overplotted by solid dots to show the effect of absorption features on $\xi$. The dashed vertical line marks the start of the unreliability region of $\log \omega \geq 2.4$. 
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Figure 5.16: Normalised optical depth $\xi$ distribution of the void (left panel) and filament QSO (right panel) at redshift $z = 3$ for three $\log \omega$ bins. The upper panels show results for the $L_{\nu LL} = 10^{31}$ erg Hz$^{-1}$ s$^{-1}$ QSOs, the lower one for the $L_{\nu LL} = 10^{32}$ erg Hz$^{-1}$ s$^{-1}$ QSO. The grey data points give the average normalised optical depths with their variance as shown in Fig. 5.13.

$\xi = 2$.

The distribution of $\xi$ in a $\log \omega$ bin arising from the influence of strong absorbers varies from bin to bin. In Fig. 5.16, we show the $\xi$ distribution in three bins for QSOs located in a void and a filament at redshift $z = 3$. Overplotted are the mean values and the corresponding standard deviations shown in Fig. 5.13. We note that for the bright QSO the $\log \omega = 0.5$ distribution is incomplete, since not all lines of sight reach the proper distance needed for this bin.

The distributions are anisotropic with an extended tail to large optical depth. This behaviour reflects the probability distribution of the simulated density field. The distribution of the high luminosity QSO is narrower than the one of the low luminosity QSO. This is again due to the larger distances covered by the $\log \omega$ bins in the high luminous case. The width of the distribution covers a large $\xi$ range. The contamination of a single line of sight by strong absorption systems is thus an issue that can only be eliminated by analysing large number of QSO sight lines to reliably determine the mean proximity effect profile.
Large scale environmental bias on the QSO line of sight proximity effect.

We analyse the overionisation or proximity zone of the intergalactic matter around high-redshift quasars in a cosmological environment. In a box of 64 h$^{-1}$ Mpc base length we employ high-resolution dark matter only simulations with 1024$^3$ particles. For estimating the hydrogen temperature and density distribution we use the effective equation of state by Hui & Gnedin (1997). Hydrogen is assumed to be in photoionisation equilibrium with a model background flux which is fit to recent observations of the redshift dependence of the mean optical depth and the transmission flux statistics. At redshifts $z = 3, 4, 4.8$, we select model quasar positions at the centre of the 20 most massive halos and 100 less massive halos identified in the simulation box. From each assumed quasar position we cast 100 random lines of sight for two box length including the changes in the ionisation fractions by the QSO flux field and derive mock Ly$\alpha$ spectra. The proximity effect describes the dependence of the mean normalised optical depth $\xi = \tau_{\text{QSO}}/\tau_{\text{Ly} \alpha}$ as a function of the ratio of the ionisation rate by the QSO and the background field, $\omega = \Gamma_{\text{QSO}}/\Gamma_{\text{UVB}}$, i.e. the profile $\xi = (1 + \omega/a)^{-0.5}$, where a strength parameter $a$ is introduced. The strength parameter measures the deviation from the theoretical background model and is used to quantify any influence of the environmental density field. We improve the statistical analysis of the profile fitting in employing a moving average to the profile. We reproduce an unbiased measurement of the proximity effect which is not affected by the host halo mass. The scatter between the different lines of sight and different quasar host positions increases with decreasing redshift, $\sigma_{\log a} \approx 0.08, 0.20$ and 0.36 for $z = 4.8, 4$, and 3, respectively. Around the host halos, we find only a slight average overdensity in the proximity zone at comoving radii of $1 < r_c < 10 h^{-1}$ Mpc. However, a clear power-law correlation of the strength parameter with the average overdensity in $r_c$ is found, showing an overestimation of the ionising background in overdense regions and an underestimation in underdense regions.

6.1. Introduction

The Lyman alpha (Ly$\alpha$) forest in high-resolution quasar (QSO) spectra blueward of the QSO Ly$\alpha$ emission represents an excellent tracer of the high redshift matter distribution. According to detailed simulations and a large observational material (cp. e.g. Melksin 2009), the forest of lines is generally ascribed to the absorption by a tiny fraction of remaining neutral hydrogen H$\text{I}$. This H$\text{I}$ forms the cosmic web at low gas overdensities of a factor of a few and arises naturally due to gravitational instabilities (Petitjean et al. 1995; Miralda-Escudé et al. 1996; Hui et al. 1997) in a standard $\Lambda$CDM cosmological model. This work is accepted by MNRAS for publication and has been prepared in collaboration with Müller, V.; Gottlöber, S.; Yepes, G.
model. The intergalactic gas distribution and its ionisation state forms from a balance of the ionising intergalactic UV radiation stemming from galaxies and quasars and the developing inhomogeneous density field. Due to the high ionisation degree, the mean free path of UV photons in the Ly$\alpha$ forest is hundreds of Mpc long. Hence, many sources which are distributed over large distances contribute to the UV background (UVB), creating a quite homogeneous UVB.

This picture changes slightly in the vicinity of a QSO. There the QSO radiation dominates over the overall background, additionally increasing the ionisation state of the intergalactic gas. This manifests itself in a reduction of the number of observed absorption features towards the emission redshift of the QSO. This “proximity effect” was first observed in low resolution spectra by Carswell et al. (1982) and was later confirmed by Murdoch et al. (1986) and Tytler (1987). In a seminal paper, Bajtlik et al. (1988) used the proximity effect to estimate the intensity of the intergalactic UV radiation in comparison to the QSO luminosity, assuming that QSOs reside in random regions of the universe. Investigations of the proximity effect along these lines using absorption line counting statistics [Lu et al. 1991, Williger et al. 1994, Cristiani et al. 1995, Giallongo et al. 1996, Srianand & Khare 1996, Cooke et al. 1997, Scott et al. 2000] or using pixel statistics of the transmitted flux (Liske & Williger 2001, Dall’Aglio et al. 2008b, a, 2009, Calverley et al. 2010) reveal the proximity effect in many high-resolution QSO spectra. Recent results by Dall’Aglio et al. (2008a), Calverley et al. (2010), and Haardt & Madau (2011) indicate a steady drop in the ionising background radiation’s photoionisation rate $\Gamma_{\text{UVB}} \sim 10^{-11.7} \text{s}^{-1}$ at $z \sim 2$ to $\Gamma_{\text{UVB}} \sim 10^{-13.85} \text{s}^{-1}$ for $z \gtrsim 5.5$. However results obtained from SDSS spectra indicate a constant ionising background level between $2.5 < z < 4.6$ (Dall’Aglio et al. 2009).

Independent measurements of the UV background radiation can be obtained with the flux decrement method, which requires cosmological simulations to model statistical properties of the Ly$\alpha$ forest (Rauch et al. 1997b, Theuns et al. 1998b, Songaila et al. 1999, McDonald & Miralda-Escude 2001, Meiksin & White 2003, Tytler et al. 2004, Bolton et al. 2005, Kirkman et al. 2005, Jena et al. 2005, Faucher-Giguère et al. 2008a, Bolton & Haehnelt 2007). It becomes clear that measurements using the proximity effect seem to overestimate the UV background by a factor of a few. It is discussed whether this discrepancy arises from environmental effects such as clustering, gas infall, or the large scale density environment, which are neglected in the proximity effect modelling (Rollinde et al. 2005, Guimarães et al. 2007, Faucher-Giguère et al. 2008b, Partl et al. 2010). Such effects can result in an overestimation of the UV background by up to a factor of 3 (Loeb & Eisenstein 1995).

QSOs are thought to reside in very massive halos. Observational estimates on the QSO halo mass revealed values of a couple of $10^{12} M_\odot$ (da Ângela et al. 2008) up to $\sim 10^{14} M_\odot$ (Rollinde et al. 2005). From numerical simulations of structure formations it is known that such massive halos are not located at random positions in the universe, but form in dense environments where galaxies cluster. Observational determinations of the large scale environment around QSOs from Ly$\alpha$ forest spectra indicate that QSOs are embedded in large scale overdensities extending from proper $\sim 3 - 5$ Mpc (D’Odorico et al. 2008) to proper $\sim 10 - 15$ Mpc (Rollinde et al. 2005, Guimarães et al. 2007). Numerical simulations by Faucher-Giguère et al. (2008b) show large scale overdensities of proper $\sim 3 - 6$ Mpc for redshifts $4 > z > 2$, consistent with the results by D’Odorico
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Using detailed radiative transfer simulations of three QSOs residing in different cosmic environments [Partl et al. (2010), hereafter P1] found indications that such large scale overdensities weaken the apparent proximity effect signal, resulting in an overestimation of the UV background. However, the low number of QSO hosts in the P1 study does not allow us to securely confirm the effect. We therefore extend this study using a large sample of different dark matter halos in various mass ranges and inquire how such large scale overdensities affect UV background measurements. It is also checked whether a possible dependence of the UV background with the host halo mass exists, as was suggested by Faucher-Giguère et al. (2008b).

This chapter is structured as follows. In Sect. 6.2 we present the dark-matter simulation used for this study and determine realistic models of the Ly$_\alpha$ forest from a semi-analytical model of the intergalactic medium. In Sect. 6.3 we introduce the proximity effect as a measure of the intergalactic ionising background flux and characterise the halo sample used in this study. It is further discussed how Ly$_\alpha$ forest mock spectra are generated. Subsequently in Sect. 6.4 we evaluate the effects of large scale overdensities and infall velocities on the proximity effect. A possible dependence of the UV background measurements on the halo mass and on the large scale mean density around the QSO are assessed. We summarise our results in Sect. 6.5.

### 6.2. Simulation

**6.2.1. Distribution of baryons in the IGM**

In order to obtain a model for the gas content in the IGM that is in agreement with observed properties of the Ly$_\alpha$ forest, we employ the 64 $h^{-1}$ Mpc$^3$ DM simulation of the CLUES project$^3$ (Gottlöber et al. 2010) with 1024$^3$ DM particles. The GADGET2 (Springel 2005) simulation has a mass resolution of $m_{p,\text{DM}} = 1.86 \times 10^7 M_\odot h^{-1}$ and uses a WMAP5 (Hinshaw et al. 2009) cosmology.

The distribution of DM particles was obtained at four different redshifts $z = 4.8, 4, 3, \text{and } 2$. Using triangular shaped cloud (TSC) density assignment we obtain a 800$^3$ regularly spaced density and velocity grid from the DM particle distribution. Halos have been identified in the simulation using the hierarchical friends-of-friends (HFOF) algorithm (Klypin et al. 1999) with a linking length of 0.17.

To obtain an IGM gas density field from which we can construct H I Ly$_\alpha$ forest spectra, it is assumed that the properties of the baryonic component, such as density and bulk velocity, are proportional to those of the dark matter (Petitjean et al. 1995; Meiksin & White 2001). We have checked this assumption with a comparable GADGET2 gas dynamical simulation using 2 $\times$ 256$^3$ particles with a size of 12.5 $h^{-1}$ Mpc (Forero-Romero et al 2011, in preparation). This corresponds to a mass resolution of $m_{p,\text{bar.}} = 3.7 \times 10^5 M_\odot h^{-1}$ in gas. The gas dynamical SPH simulation includes also radiative and Compton cooling, star formation, and feedbacks through galactic winds using the model of Springel & Hernquist (2003). Furthermore, a UVB generated from QSOs and AGNs is included at $z < 6$ (Haardt & Madau 1996). The state of the simulation has been recorded

---

$^3$Distances are given as comoving distances unless otherwise stated.

$^3$http://www.clues-project.org
at \( z = 5 \) and 4. The simulation was rerun with DM only using the same realisation of the initial conditions. We obtain density fields from the two simulations with equal spatial resolution as the larger \( 64 \, h^{-1} \) Mpc sized fields. The DM densities are then compared to the densities derived from the gas dynamical simulation and the resulting DM to gas density relation is shown in Fig. 6.1. The baryonic component follows the DM density closely, especially at \( z = 5 \). For lower redshifts a linear relation is still obtained, however the scatter around the line of equality, where the DM overdensity is equal to the gas overdensity, increases. A small bump in the DM to gas density relation towards higher gas densities develops with decreasing redshift at gas densities where a fraction of the gas becomes shock heated. The density in these shocks is slightly larger than the underlying DM, giving rise to the small bump in the DM to gas density relation. Studying the density probability distribution reveals that at \( z = 5 \) the two components are similar (see Fig. 6.1). At lower redshifts, the baryon distribution is slightly shifted to higher densities and decreases steeper than the DM one at high densities. For completeness we additionally show the effective equation of state derived from the density and temperature fields in Fig. 6.1.

From the gas dynamical simulation we find the assumption that baryons follow the DM distribution to be reasonable for the low density regions from which the Ly\( \alpha \) forest arises. We therefore use the DM only simulations to derive the gas density and velocity fields as described in P1. By using a TSC mass assignment scheme, we implicitly smooth our density field on sizes of 1.5 cells (i.e. 120 \( h^{-1} \) kpc). This is comparable to a constant Jeans length smoothing of \( \lambda_{\text{Jeans}} \propto \delta^{-1/2} (1 + z)^{-1/2} \sim 150 \, h^{-1} \) kpc at \( z = 3 \), where \( \delta \) is the density contrast.

### 6.2.2. Model and calibration of the intergalactic medium

The characteristics of the IGM gas are determined analogously to the method described in P1. We will therefore only briefly sketch the method with which a representative IGM model is obtained.

The temperature in the IGM can be approximated by the so called effective equation of state \cite{Hui1997}, which is expressed as \( T = T_0 (1 + \delta)^\gamma^{-1} \). The effective equation of state shows a linear trend for overdensities \( 0.1 \lesssim \delta \lesssim 10 \) (compare Fig. 6.1). For higher densities its behaviour is approximated by assuming a constant value above a temperature cut-off \( T_{\text{cut-off}} = T(\delta = 10) \). By employing the method developed in \cite{Hui1997}, we compute \( \text{H} \text{I Ly}\alpha \) absorption spectra from the DM density and velocity fields, once the parameters \( T_0, \gamma \), and the UV background photoionisation rate \( (\Gamma_{\text{UVB}}) \) are determined. These are constrained by matching statistical properties of the simulated \( \text{H} \text{I} \) absorption spectra with observed relations. Such a calibration will be important in obtaining realistic representations of the IGM that closely mimic the observed characteristics.

In order to calibrate our IGM model, we employ four observational constraints sorted by increasing importance: (i) The observed equation of state \cite{Ricotti2000, Schaye2000b, Lidz2010}, (ii) the evolution of the UV background photoionisation rate \cite{Haardt2001, Bianchi2001, Bolton2005, Dall2008b, Dall2009}, (iii) the observed evolution of the effective optical depth in the Ly\( \alpha \) forest \cite{Schaye2003, Kim2007}, and (iv) the transmitted flux probability distribution.
6.2. Simulation

Figure 6.1.: The top row shows the effective equation of state of a $12.5 \, h^{-1}$ Mpc gas dynamic simulation binned to cells of $80 \, h^{-1}$ kpc at redshift $z = 5$ (left panels) and $z = 4$ (right panels). The middle row shows the gas overdensity $1 + \delta_{\text{gas}}$ as a function of dark matter density $1 + \delta_{\text{DM}}$. The white diagonal line marks the linear relation if gas strictly follows the dark matter. In both rows the colour coding refers to the logarithm of the respective number of cells. The lowest row shows the probability distribution of the dark matter (solid line) and gas (dashed line) overdensity.
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**Figure 6.2:** *Upper panel:* The evolution of the UV background photoionisation rate in the four snapshots (black squares) compared to Bolton et al. (2005) (grey points shifted by $\Delta z = 0.05$ for better visibility), measurements by Dall’Aglio et al. (2008a) (grey open diamonds) and Calverley et al. (2010) (grey star), a fit to SDSS data measurements by Dall’Aglio et al. (2009) (grey dashed line) and predictions by Haardt & Madau (2001) (grey line). *Lower panel:* The effective optical depth of our models (black points) in comparison to measurements by Schaye et al. (2003) (grey points). The continuous line shows the fit to observational data by Kim et al. (2007).

The statistical quantities of the simulated spectra are derived from the simulation using 500 lines of sight randomly drawn through the cosmological box. Due to the availability of high resolution spectra with high signal-to-noise (S/N) ratios of up to 120, we approximate such high quality data by assuming noise free spectra. It has been noted by Calverley et al. (2010) that low S/N levels introduce a systematic shift in the proximity effect signal. Since we want to quantify the physical effect of the halo’s surrounding environment on UVB measurements, adding noise would only lead to degeneracies between the two effects. However we will briefly address the influence of noise in Section 6.4.2.

The spectra are convolved with the instrument profile of the UVES spectrograph and are then binned to the typical resolution of UVES spectra of $6.7 \text{ km s}^{-1}$. We further assume that the QSO continuum can be perfectly determined and we therefore consider no uncertainties in the QSO continuum. This procedure is adopted to precisely quantify physical effects without contamination of the signal with observational uncertainties. These will only increase the variance in the results discussed below.

To determine the model parameters for the IGM, we adopt an iterative method based on $\chi^2$ minimisation between simulated and observed FPD, as the latter provides one of the strongest constrains on the Ly$\alpha$ forest properties. Our steps are as follows:

1. We choose an initial guess $(T_0, \gamma, \Gamma_{\text{UVB}})_0$ according to the measurements of the equation of state by Schaye et al. (2000b) and Lidz et al. (2010) and the evolution of the UVB by Haardt & Madau (2001) (see Figs. 6.2 and 6.3).
2. With the above initial guess and using 500 lines of sight, we determine the average effective optical depth \( \tau_{\text{eff}}(z) = -\ln \langle F(z) \rangle \) with \( F \) being the transmitted flux and the averaging is performed over the whole line of sight. As \( T_0 \) and \( \gamma \) have a subdominant effect on \( \tau_{\text{eff}}(z) \), we first tune \( \Gamma_{\text{UVB}} \) to obtain a match in the effective optical depths of the model spectra with recent observations from [Kim et al. (2007)]. This results in a new set of parameters \((T_0, \gamma, \Gamma_{\text{UVB}})_1\).

3. Finally we construct our simulated FPD. As observational constraint we employ the log normal fits obtained by [Becker et al. (2007)] in a redshift interval of \( \Delta z = \pm 0.25 \) centred on the snapshot redshift \( z \) (see Fig. 6.4). By using their fits to the FPD, our model spectra can be compared with the observations without considering the effect of detector noise. However for consistency we also compare the simulated FPD with the raw combined observational results by [Becker et al. (2007)], folding the simulation result with the global noise function of the combined observed sample (see Fig. 6.5). The best fit parameters \((T_0, \gamma, \Gamma_{\text{UVB}})_*\) are then iteratively determined with a Simplex optimisation procedure.

Our best fit parameters are presented in Table 6.1 and plotted in Figs. 6.2, 6.3, 6.4, and 6.5 in comparison with different literature results.

The inferred evolution of the UV background in Fig. 6.2 closely follows recent results by [Haardt & Madau (2001)], [Bolton et al. (2005)], and [Dall’Aglio et al. (2008b)]. The values for redshift \( z = 4.8 \) is rather high when compared with [Calverley et al. (2010)], however it is still in agreement within the 2\( \sigma \) limits. Furthermore the effective optical

---

**Figure 6.3.** Upper panel: Comparison of our choices for \( \gamma \) (black squares) with observationally derived results by Schaye et al. (2000b) (grey points). Lower panel: Comparison of our model \( T_0 \) (black points) with observations by Schaye et al. (2000b) (grey points) and Lidz et al. (2010) (grey open diamonds).
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Table 6.1.: Model parameters of the semi-analytical model.

<table>
<thead>
<tr>
<th>z</th>
<th>(\log(T_0[K]))</th>
<th>(\gamma)</th>
<th>(\Gamma_{\text{UVB}}[\text{s}^{-1}])</th>
<th>(\log \tau_{\text{eff}})</th>
</tr>
</thead>
<tbody>
<tr>
<td>4.8</td>
<td>4.00</td>
<td>1.25</td>
<td>(1.16 \times 10^{-12})</td>
<td>0.222</td>
</tr>
<tr>
<td>4.0</td>
<td>4.14</td>
<td>1.00</td>
<td>(1.4 \times 10^{-12})</td>
<td>−0.074</td>
</tr>
<tr>
<td>3.0</td>
<td>4.36</td>
<td>1.00</td>
<td>(1.4 \times 10^{-12})</td>
<td>−0.401</td>
</tr>
<tr>
<td>2.0</td>
<td>4.30</td>
<td>1.10</td>
<td>(2.0 \times 10^{-12})</td>
<td>−0.826</td>
</tr>
</tbody>
</table>

depth, also shown in Fig. 6.2, is consistent with high resolution observations by Schaye et al. (2003) and Kim et al. (2007). Additionally the final parameters of the equation of state \(T_0\) and \(\gamma\) lie within the measurement uncertainties of Schaye et al. (2000b) and Lidz et al. (2010), which is evident from Fig. 6.3.

The flux probability distributions estimated from the simulated sight lines agree reasonably well with the noise-corrected observed profiles estimated by Becker et al. (2007) who assumed a log-normal distribution of the optical depth in the Ly\(\alpha\) forest (see Fig. 6.4). At redshifts \(z = 2\) and \(3\) the match between the mean observed profiles and our simulations is good. However at higher redshifts, the agreement marginally decreases, even though the distributions are consistent within the variation between different lines of sight. This discrepancy manifests itself clearer when comparing the simulations with the raw observational data in Fig. 6.5 which include the effects of noise. The discrepancy is especially strong at the high transmission end of the distribution. This is most certainly caused by our crude noise modelling of a sample with inhomogeneous S/N, which we obtained by stacking the noise functions of the various lines of sight. On the other hand we assume a perfect knowledge of the continuum level in the spectra, which is a challenge to determine in observed spectra, especially at high redshifts.

6.3. Method

6.3.1. Line-of-sight proximity effect

Bright UV sources, such as QSOs, alter the ionisation state in their vicinity strongly up to proper distances of a couple of Mpc. The resulting change in the ionisation state directly translates into a decrease in optical depth. This decrease manifests itself in a reduction of the absorption line density in the Ly\(\alpha\) forest when approaching the redshift of the source. Using line-counting statistics, Bajtlik et al. (1988) measured the line-of-sight proximity effect in QSO spectra for the first time. They assumed that QSOs are situated in a mean IGM environment, neglecting any redshift distortions from peculiar velocities of the absorption clouds. They further assumed that the QSO’s radiation field is radially decreasing from the source proportional to \(r^{-2}\), i.e. geometric dilution. Using detailed radiative transfer simulations, P1 showed that radiative transfer effects only play a marginal role in the line-of-sight proximity effect and that the assumption of geometric dilution holds.

Assuming photoionisation equilibrium, the change in the optical depth as a function of
Figure 6.4.: Probability distribution function of transmitted flux $F$ at redshifts 2, 3, 4, and 4.8. Grey lines give the mean observed PDF obtained from the fits excluding noise given in [Becker et al. 2007] with $1\sigma$ error bars denoting the variation between different lines of sight. The mean is derived in redshift bins of $\pm0.25$ centred on the model redshift. The black full line shows the results from our models.
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Figure 6.5.: Probability distribution function of transmitted flux $F$ at redshifts 2, 3, 4, and 4.8. Grey lines with $1\sigma$ error bars give the observed PDF ([Becker et al., 2007]) and the black full line show the results obtained from our models folded with the signal to noise function of the combined observations. The combined observational data is derived in redshifts bins of $\pm0.25$ centred on the model redshift.
distance \( r \) to the QSO can be expressed as
\[
\tau_{PE}(r) = \tau_{Ly\alpha}(r) (1 + \omega(r))^{-1}
\] (6.1)

(Liske & Williger [2001]), where \( \tau_{PE} \) is the observed optical depth, \( \tau_{Ly\alpha} \) is the optical depth in the absence of a QSO, and
\[
\omega(r) = \frac{\Gamma_{QSO}(r)}{\Gamma_{UVB}} = \frac{1}{16\pi^2} \frac{L_{\nu_{LL}}}{J_{\nu_{LL,UVB}}} \frac{3 - \alpha_b}{3 - \alpha_q}
\] (6.2)

acts as a normalised distance to the QSO (Dall’Aglio et al. [2008b]). Here \( \Gamma_{QSO}(r) \) and \( \Gamma_{UVB} \) are the photoionisation rates of the QSO and the UV background respectively, \( L_{\nu_{LL}} \) is the QSO’s luminosity at the Lyman limit, while \( J_{\nu_{LL,UVB}} \) is the UVB’s Lyman limit flux, \( \alpha_b \) is the slope of the UVB’s spectral energy distribution \( \propto \nu^{\alpha_b} \), and \( \alpha_q \) denotes the spectral slope of the QSO’s emission \( \propto \nu^{\alpha_q} \). In this work we assume for simplicity the UVB to be dominated by QSOs. We therefore follow Haardt & Madau (1996) and chose the slope of the UVB to be \( \alpha_b = -1.5 \). This is consistent with observations by Telfer et al. (2002) who find \( \alpha_q = -1.57 \pm 0.17 \). The effect of differing spectral shapes between the UVB and the QSO has been studied in Dall’Aglio et al. (2008b) and P1. The proximity effect is introduced into lines of sight drawn from our simulation boxes by modifying the neutral hydrogen fraction in real space using
\[
n_{H_1,PE}(r) = n_{H_1,Ly\alpha}(r) (1 + \omega(r))^{-1}
\]

6.3.2. Environments

To study the impact of the large scale environment on the proximity effect measurement as a function of QSO host halo mass, we pick halos in given mass ranges from the simulation to serve as QSO hosts. Around each halo, 100 lines of sight with a length of two comoving box sizes (\( 128 \ h^{-1} \) Mpc) are randomly drawn from the box assuming periodic boundary conditions. Our sample of QSO host halos cover a wide range of masses. At each redshift we use the 20 most massive halos, 50 halos with a mass around \( 10^{12} \ M_\odot \), and 50 halos with a mass around \( 10^{11} \ M_\odot \). For the \( 10^{12} \) and \( 10^{11} \ M_\odot \) mass objects we choose 50 halos from the mass sorted halos with a mass larger than the cutoff. For the more massive bin, less than 50 halos with mass higher than the cutoff are present in the simulation at \( z \geq 4 \). In this case we choose all the halos above \( 10^{12} \ M_\odot \) and extend the range to lower masses until the sample consists of 50 halos. For these redshifts, the \( 10^{12} \ M_\odot \) mass range overlaps with the 20 most massive halos. The covered mass intervals are given in Table 6.2 as a function of redshift. We further note that the halos in the \( 10^{11} \ M_\odot \) mass bin are certainly not massive enough to host QSOs, since da Ângela et al. (2008) for instance estimated a QSO host halo mass of around \( 3 \times 10^{12} \ M_\odot \) independent of redshift and luminosity from the 2dF-SDSS survey. However to establish any dependency of the proximity effect signal with the host’s mass, they are included for the purpose of an extreme low mass range.

In order to test the influence of the large scale environment around QSO host halos we additionally construct a sample of lines of sight for each redshift where the origins are randomly selected. This sample provides a null hypothesis since any influence of large scale density fluctuations averages out if the origins of the lines of sight are randomly distributed in the box.
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Table 6.2.: Mass range of the halo samples as a function of redshift. The \(10^{12} \, M_\odot\) and \(10^{11} \, M_\odot\) samples contain 50 halos each. The 20 most massive halos are given in units of \(10^{12} \, M_\odot\), the other mass bins in units corresponding to the mass bin.

<table>
<thead>
<tr>
<th>(z)</th>
<th>20 most massive (10^{12} , M_\odot)</th>
<th>(10^{11} , M_\odot)</th>
</tr>
</thead>
<tbody>
<tr>
<td>4.8</td>
<td>2.07 – 0.92</td>
<td>2.07 – 0.53</td>
</tr>
<tr>
<td>4</td>
<td>4.84 – 1.51</td>
<td>4.84 – 0.88</td>
</tr>
<tr>
<td>3</td>
<td>15.8 – 3.41</td>
<td>1.38 – 1.00</td>
</tr>
<tr>
<td>2</td>
<td>40.2 – 6.19</td>
<td>1.14 – 1.00</td>
</tr>
</tbody>
</table>

6.3.3. Measuring the proximity effect in spectra

The proximity effect signature is measured in Ly\(\alpha\) forest spectra by first constructing an appropriate \(\omega\)-scale for the observed QSO. In this study we assume the QSO to have a Lyman limit luminosity of \(L_{\nu\lambda} = 10^{31} \, \text{erg Hz}^{-1} \, \text{s}^{-1}\), and the photoionisation rates of our model UVB field are used. We have shown in P1 that for higher QSO luminosities the proximity effect is more pronounced and less affected by the density distribution. Therefore we use a low luminosity QSO to obtain upper limits of the environmental bias. Given the \(\omega\)-scale, the transmission spectra is then evaluated for each line of sight in bins of \(\Delta \log \omega\) ([Dall’Aglio et al. 2008b]). Using the mean transmission per bin, the effective optical depth in the bin \(\tau_{\text{eff,QSO}}(\Delta \log \omega)\) is calculated and normalised to the effective optical depth in the Ly\(\alpha\) forest unaffected by the QSO’s radiation \(\tau_{\text{eff, Ly}\alpha}\). The normalised optical depth \(\xi\) is thus

\[\xi(\Delta \log \omega) = \frac{\tau_{\text{eff,QSO}}(\Delta \log \omega)}{\tau_{\text{eff, Ly}\alpha}}.\]  

The imprint of the proximity effect onto the normalised optical depth for a given \(\omega\)-scale becomes

\[\xi(\omega) = (1 + \omega(r))^{1-\beta}\]  

[Liske & Williger 2001] where \(\beta\) is the slope of the Ly\(\alpha\) absorber’s column density distribution. Throughout this work we assume \(\beta = 1.5\) ([Kim et al. 2001]). The UVB photoionisation rate \(\Gamma_{\text{UVB}}\) can then be determined using the proximity effect strength parameter \(a\)

\[\xi = \left(1 + \frac{\omega}{a}\right)^{1-\beta}.\]  

This parametrisation was introduced by [Dall’Aglio et al. 2008b] in analyses of observed spectra with an assumed UVB as reference. Values of \(a > 1\) or \(a < 1\) indicate a weaker or stronger proximity effect than the model, respectively. The measured photoionisation rate of the UVB is then determined using the reference value \(\Gamma_{\text{UVB,ref}}\) multiplied by the strength parameter \(a\). In our case the strength parameter \(a\) indicates any deviation of the measured UVB photoionisation rate from the input value. The strength parameter is determined by fitting Eq. 6.5 to the binned normalised optical depth \(\xi(\Delta \log \omega)\). In order to exclude any direct impact of the host halo on the strength parameter fit, only data with \(\log \omega < 2\) have been used.

In P1 we found the observed \(\xi\) to fluctuate strongly around the analytical proximity
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The normalised optical depth profiles obtained using a moving average smoothing with a kernel size of $\Delta \log(\omega) = 0.5$ for two halos taken from the 20 most massive halo sample at redshift $z = 4$ (black solid line with grey shading). The mean halo profiles are determined using 100 lines of sight and the shaded area gives the $1\sigma$ standard deviation. The analytical proximity effect model is given as the smooth black line, while the fitted profile is indicated by the dashed line. The left panel shows a halo without strong intervening density features and closely following the analytic model. The right panel illustrates a halo having strong density features in its vicinity, causing strong deviations from the analytical form.

In order to obtain a smoother $\xi$-profile, the wavelength scale of the spectrum is transformed into the $\log(\omega)$-scale and a boxcar smoothing (also known as moving average) with the size of $\Delta \log(\omega)$ is applied to the transmission spectrum. Analogously to the method given above, we then calculate the effective optical depth in each smoothed pixel and determine the normalised optical depth $\xi$. This results in smooth $\xi$-profiles allowing the identification of areas dominated by strong absorption systems.

In Fig. 6.6 two examples of mean $\xi$-profiles taken out of the 20 most massive halos sample at $z = 4$ are given. $\Delta \log(\omega) = 0.5$ is found to yield a good balance between smoothing and retaining structure in the $\xi$-profile. For the mean $\xi$-profiles shown in Fig. 6.6, 100 lines of sight have been constructed randomly around the DM halos. The two examples illustrate a halo without any signs of intervening strong absorption systems (left panel) and one where a strong density feature is located near the host halo at $\log(\omega) = 1.5$ (right panel). From the halo without strong nearby systems it becomes evident that the profile closely follows the analytical one. A fit to this smooth $\xi$-profile is now very robust, since the functional form of the profile is well constrained and the fit of Eq. 6.5 is not solely determined by a small number of data points. The same is true for cases with strong intervening absorption systems, as long as the underlying smooth profile of Eq. 6.4 is still visible. Strong deviations from the analytical form however, as presented in our second example, are large enough to prevent a clear identification of the smooth analytical profile and the obtained strength parameters have to be treated with caution.
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6.4. Results

6.4.1. Null hypothesis: Random locations

In order to assess whether large scale over-densities affect the proximity effect profile and the associated strength parameter, we first establish results that are unaffected by such large scale density features. A sample of 500 randomly selected lines of sight originating at random points in the simulation will serve as a null hypothesis. No noise is added to the spectra. However we will use this sample in the next section to discuss the effect of detector noise on our results.

In Fig. 6.7 we discuss results obtained for redshifts \( z = 4.8 \) and 3. For each line of sight, the normalised optical depth \( \xi \) was calculated using the method described in Sect. 6.3.3. For each redshift we determine the mean and median \( \xi \) profile, as well as the \( \xi \) probability distribution as a function of \( \omega \). The \( \xi \) probability distribution is shown in colour coding in Fig. 6.7.

At \( z = 4.8 \) the mean profile follows the analytic proximity effect model very well, with just a slight increase in its slope towards higher \( \omega \) values. Note however that at large \( \omega \) values of \( \log \omega > 2 \), \( \xi \) can only be poorly determined due to a very small number of pixels contributing to the \( \Delta \omega \) bins. The median profile as well follows the input model up to \( \log \omega \sim 0.5 \). However at \( \log \omega > 0.5 \) the median profile steepens strongly and starts to deviate from the input model and the mean profile. This indicates a growing asymmetry in the \( \xi \) distribution with increasing \( \omega \) (approaching the QSO), resulting in the growing discrepancy between the mean and median profiles. Considering the \( \xi \) distribution function, the increasing skewness of the distribution becomes apparent. For \( \log \omega < 1 \), the width of the distribution stays constant and appears symmetrical and normally distributed in the logarithmic scale. This indicates a log normal distribution of \( \xi \) values. However at larger \( \omega \) values the distribution starts to widen up and the peak in probability shifts towards lower values of \( \log \xi \), moving away from the expectations of the analytical formalism.

For redshifts \( z = 4 \) and \( z = 3 \) a similar picture emerges. The \( \xi \) distribution widens as a function of redshift, with an increase in its variance with decreasing redshift. The mean profile however always regains the input model well. However the discrepancy between the median profile and the mean at high \( \omega \) values increases with decreasing redshift. The median profile becomes steeper and steeper, indicating a growing skewness of the \( \xi \) distribution at high \( \omega \). However at low \( \omega \), the \( \xi \) distribution stays symmetric and continues resembling a log normal distribution up to \( \log \omega \sim 0.5 \). At \( z = 2 \), the \( \xi \)-distribution shows a strongly increasing variance, dominating over the signal of the input model completely. We will therefore not consider results from \( z = 2 \) in this work.

The increase in variance is dominated by two factors. On the one hand the universe evolves and the growth of structure increases with decreasing redshift. This introduces stronger density contrasts between under- and overdense regions. On the other hand, the IGM becomes more transparent with decreasing redshift due to the increasing UV background and cosmic expansion reducing the mean density of the universe. Therefore at low redshifts, the Ly\( \alpha \) forest traces denser structures than at high redshift.

From the simple test of this subsection we conclude that with randomly selected lines of sight of random origins, the input proximity effect model can be regained with the
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Figure 6.7.: Frequency of the normalised optical depth $\xi$ using $\Delta \log \omega = 0.5$ calculated from 500 random lines of sight drawn from our simulation box, as a function of $\omega$. The origins of these lines of sight were chosen not to be centred on any specific haloes, but on random points in the box. The left panel gives results for $z = 4.8$ and the right panel $z = 3$. The dashed line marks the input model used for generating the spectra including the proximity effect. The black solid line marks the mean $\xi$-profile, whereas the dotted black line marks the median profile.

The mean $\xi$ profile. In our sample this is valid for $z \geq 3$. The median profile however deviates more and more from the mean profile with decreasing redshift and cannot be used to measure the UV background from the proximity effect with the current analytical model, which is formulated for a mean IGM.

6.4.2. Dependence on the spectra signal to noise

We now want to discuss the effect of detector noise on the mean proximity effect profiles. Using the 500 lines of sight from the null hypothesis sample, noise is added to each spectrum using a signal to noise (S/N) of 10, 20, 50, 100, and 150. For each S/N sample we determine the mean $\xi$ profile and normalise it to the S/N = 150 results. The influence of noise on the proximity effect signature is shown in Fig. 6.8 where the normalised $\xi$ profiles are shown for $z = 4.8$ and $z = 3$ as a function of the signal to noise.

The largest influence noise has on the profile is at high $\omega$ values where only a small number of pixels contribute to $\xi$. However for $\omega$ values below $\log \omega \sim 1.5$, the strong influence of the noise on the profile disappears. At $z = 4.8$ an increase of noise effects can be noted at $\log \omega < 0$. There the results with a S/N of 10 produce deviations of up to 5% from high signal to noise spectra. However already with a signal to noise of 50, the $\xi$ profile is regained with an accuracy of less than 1%. At $z = 3$ convergence with the low noise results for $\log \omega < 1.5$ is already achieved with a signal to noise of 20. In order to resolve the profile within 1% accuracy at higher $\omega$ values, a signal to noise of 50 is needed.

One has to keep in mind though that these results only apply to the combined sample and not to individual lines of sight. However this shows that with our approach of not considering noise in the spectra, high signal to noise results are very well approximated.
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Figure 6.8.: The influence of the signal to noise ratio on the mean normalised optical depth $\xi$ for the null hypothesis. Shown are results at redshifts $z = 4.8$ (left panel) and $z = 3$ (right panel). The $\xi$-profiles have been normalised to results using a signal to noise of 150. The dotted line denotes a S/N of 10, the dashed line a S/N of 20, the dash dotted line a S/N of 50, and the dash triple dotted line a S/N of 100.

6.4.3. Large scale environment

We now want to characterise the large scale density and velocity environment around our QSO host halos. It has been shown by Prada et al. (2006) and Faucher-Giguère et al. (2008b) that the mean density profile around massive halos does not reach the mean cosmic density before a halocentric distance of comoving $r_c \sim 10 h^{-1}$ Mpc. For smaller radii the mean DM density around halos can be up to 10 times above the mean density for halocentric distances of comoving $r_c \sim 1 h^{-1}$ Mpc. For even smaller radii the density profile is governed by the density profile of the host halo. A similar behaviour has been observed by P1. Faucher-Giguère et al. (2008b) have further determined the bias caused by Doppler shifting of absorption lines due to infalling gas in proximity effect measurements. The additional bias is found to be similarly important to the effect of overdensities. This effect is naturally included in our synthetic spectra taken from the simulations.

These large scale features are caused by large scale modes perturbing the density distribution at scales of several Mpc. These large modes still experience linear growth and increase with decreasing redshifts. Since halos with very large masses form preferably where these large modes show a positive amplitude, an increase in density above the mean cosmic density is expected around very massive halos. Since low mass halos also form in regions where there is less power on large scales, the density profiles are expected to be less influenced.

In Fig. 6.9 the smoothed and radially averaged overdensity profiles of our halo sample are shown as a function of distance and halo mass. A consistent picture to previous findings emerges. At $z = 4.8$ the profiles show a steep decline in density up to comoving distances of $r_c \sim 0.4 h^{-1}$ Mpc for the massive halos. This region directly shows the density profile of the host halo. For larger distances the slope with which the density decreases becomes shallower and a transition between the host halo profile and its surrounding density environment is seen. The profile then reaches the mean cosmic
6.4. Results

Figure 6.9.: Mean density environment around all the halos in each mass bin. The density profiles are smoothed for better visibility. Further the corresponding $\omega$ scale is given as reference. The black solid line denotes the mean profile around the 20 most massive halos, the blue dash-dotted line denotes the mean around the $M_{\text{halo}} = 10^{12} \, M_{\odot}$ halos, and the red dashed line marks the mean around the $M_{\text{halo}} = 10^{11} \, M_{\odot}$ halos. The standard deviation is given for the $M_{\text{halo}} = 10^{12} \, M_{\odot}$ halos exemplary for the other environments. The first panel shows $z = 4.8$, the second panel $z = 4$, and the last panel $z = 3$. The vertical dotted line marks the area of $\log \omega > 2$ which was excluded in the determination of the strength parameter.
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**Figure 6.10.** Mean infall velocity around all the halos in each mass bin. The infall velocity profiles are smoothed for better visibility. Further the corresponding ω scale is given as reference. The black solid line denotes the mean infall velocity around the 20 most massive halos, the blue dash-dotted line denotes the mean around the $M_{\text{halo}} = 10^{12} M_{\odot}$ halos, and the red dashed line marks the mean around the $M_{\text{halo}} = 10^{11} M_{\odot}$ halos. The standard deviation is given for the $M_{\text{halo}} = 10^{12} M_{\odot}$ halos exemplary for the other environments. The first panel shows $z = 4.8$, the second panel $z = 4$, and the last panel $z = 3$. The vertical dotted line marks the area of $\log \omega > 2$ which was excluded in the determination of the strength parameter.
density at a distance above \( r_c > 10 \, h^{-1} \) Mpc, independent of halo mass.

For \( z = 4 \) the picture is similar, however differences between the low mass halos and the more massive ones increase. The most massive halos themselves now leave their imprint up to a radius of \( r_c \sim 1 \, h^{-1} \) Mpc, whereas the direct influence of the low mass host halos ends at \( r_c \sim 0.3 \, h^{-1} \) Mpc. The low mass halos show a less pronounced large scale overdensity with a shallower decline in density than the more massive halos. The transition point where the density profile reaches the mean cosmic density is again found at a radius of around \( r_c \sim 10 \, h^{-1} \) Mpc. Furthermore the large scale density around the halos shows slightly larger values than at \( z = 4.8 \), which is due to the ongoing structure formation and the linear growth of the corresponding large wavelength modes.

At \( z = 3 \) the differences between the various halo masses further increases. The transition point where the profile reaches the mean cosmic density starts to show a dependency on halo mass. The 20 most massive halos reach the mean density at a radius of \( r_c > 20 \, h^{-1} \) Mpc, whereas the low mass halos already reach it at \( r_c > 7 \, h^{-1} \) Mpc. Furthermore the large scale overdensity has grown in density. We therefore expect any influence of this large scale overdensity on the proximity effect measurement to increase with decreasing redshift. Additionally we do not expect a dependency of a possible bias with halo mass at high redshifts, since no large differences between the density profiles are seen. However at low redshifts, differences due to stronger large scale overdensities with increasing halo mass may leave an imprint in the proximity effect profile.

For completeness we show the mean infalling velocities as a function of distance to the host for each halo mass bin in Fig. 6.10. Analogously to the density environment, the infall velocities grow with decreasing redshift due to the onset of structure formation. The infall velocity profiles for the 20 most massive halos and the \( M_{\text{halo}} = 10^{12} \, M_\odot \) sample behave similarly at all redshifts. Moving away from the halo, the infall velocity rises until it reaches its maximum at the position where the density profile shows a transition between the host halo and its surrounding density environment. At larger radii the infall velocity steadily decreases until no systematic infall towards the halo is seen anymore. The radii where the systematic infall vanishes is about the size of the large scale overdensity itself. In the case of the low mass halo though, the infall velocity remains constant at low velocities over the whole large scale overdensity.

6.4.4. Proximity effect strength as function of halo mass

We now want to test whether the proximity effect strength parameter \( a \) shows any dependency with the host halo mass. For each halo the mean \( \xi \) profile is calculated from 100 lines of sight centred on the halo position. Then Eq. 6.5 is fitted to the mean profile and a proximity effect strength parameter \( a \) is obtained for each halo in our sample. Any strength parameter with \( \log a > 0 \) results in an overestimation of the UV background photoionisation rate in real measurements, whereas a \( \log a < 0 \) resembles an underestimation.

In Fig. 6.11 each halo’s mean strength parameter \( a \) is marked as a function of redshift and halo mass. The \( a \) parameter distribution is thus obtained for each halo mass bin, and its mean and standard deviation are marked by the vertical bold line and grey area in the plot. At each redshift, the mean values of the distribution show no clear dependency with the host halo mass within the 1\( \sigma \) fluctuations. For redshift \( z = 4.8 \), the different
Figure 6.11.: The $a$ parameter distribution as a function of halo mass and redshift. Each black dot represents the $a$ parameter obtained using the mean halo profile of 100 lines of sight. For each redshift the first line shows results from the 20 most massive halos sample, the second line represents the $M_{h\text{alo}} = 10^{12} M_\odot$ sample, and the third line the $M_{h\text{alo}} = 10^{11} M_\odot$ sample. The bold black lines indicate the sample's mean $a$ parameter, while the grey shaded areas indicate the corresponding $1\sigma$ standard deviation. The solid line marks the fiducial model, while the dashed lines indicate deviations of a factor of two in the UVB measurements.
halo bins yield similar mean values and standard deviations. Considering the variance in the distribution, the input model is regained for all the halo mass bins at $z = 4.8$.

This picture does not change with redshift. Against the expectations motivated by the overdensity profiles discussed in Sect. 6.4.3, the data shows no dependency on the halo mass. Even at $z = 3$, where the mean large scale overdensity was found to be lower around lower mass halos than around high mass ones, no significant dependency is seen. The mean values are thus consistent with the input model within $1\sigma$. The halo to halo variance increases with decreasing redshift and the strength parameter distribution broadens. At $z = 4.8$ the standard deviation of the whole halo sample is $\sigma(\log a) = 0.08$, while at $z = 4$ we find $\sigma(\log a) = 0.20$ and $\sigma(\log a) = 0.36$ for $z = 3$. A similar increase in the variance has been previously observed by Dall’Aglio et al. (2008a) for individual lines of sight of a high-resolution QSO sample.

From these results we conclude that the proximity effect measurements do not show any host halo mass dependent bias. The variance in the signal between different halos increases with decreasing redshift and tighter constraints are obtained with higher redshift objects. However even at low redshifts, the mean strength parameter regained the input value within a factor of less than two.

### 6.4.5. Influence of the large scale overdensity

In the previous section we have shown that the proximity effect strength parameter is not affected by the host halo mass. However a large scatter around the mean strength parameter is seen in each mass bin, which increases with decreasing redshift. We now want to establish the physical cause of the scatter, and therefore check if this scatter is connected with the density enhancement seen on large scales of up to comoving radii of $r_c = 10 \, h^{-1} \text{Mpc}$.

For each halo, the mean overdensity profile is calculated using the density distribution along each line of sight. Then the mean over-density $\langle \delta \rangle_R$ between the radii $r_1$ and $r_2$ is calculated from the mean density distribution around the halo using

$$
\langle \delta \rangle_R = \frac{1}{r_2 - r_1} \int_{r_1}^{r_2} \delta(r) \, dr.
$$

(6.6)

We choose $r_1 = 1 \, h^{-1} \text{Mpc}$ comoving in order to exclude the influence of the host halo on the density profile, since we are only interested in the large scale density distribution. The integral extends to comoving $r_2 = 10 \, h^{-1} \text{Mpc}$ which is the characteristic size of the large scale density enhancements (see Sect. 6.4.3).

In Fig. 6.12 the strength parameter $a$ is correlated with the mean overdensity in the comoving radial interval $r_c = [1, 10] \, h^{-1} \text{Mpc}$. The various symbols indicate the different halo mass samples. At all redshifts, a correlation between the mean density in the vicinity of the QSO and the strength parameter of the mean $\xi$-profile is seen. A linear regression $\log a = \log (1 + \delta)_0 + \alpha \log (1 + \delta)_{10\text{Mpc}}$ is derived from the data, where $\log (1 + \delta)_0$ is the normalisation point and $\alpha$ is the slope of the regression. The resulting fit parameters are listed in Table 6.3 together with the Pearson product-moment correlation coefficient $r$ of the data set.

Looking at the $z = 4.8$ results, the data points align clearly on a power law relation. With a Pearson correlation coefficient of $r_{\text{Pearson}} = 0.74$ the data exhibits a tight correla-
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Table 6.3.: Table of linear regression results of the overdensity-strength parameter relation, together with the data’s Pearson product-moment correlation coefficients \( r \). The uncertainties in the fitting parameters have been determined with the bootstrap technique.

<table>
<thead>
<tr>
<th>( z )</th>
<th>( \log (1 + \delta) )</th>
<th>( \alpha )</th>
<th>( r_{\text{Pearson}} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>4.8</td>
<td>(-0.15 \pm 0.07)</td>
<td>0.76 \pm 0.08</td>
<td>0.74</td>
</tr>
<tr>
<td>4.0</td>
<td>(-0.19 \pm 0.13)</td>
<td>1.07 \pm 0.16</td>
<td>0.68</td>
</tr>
<tr>
<td>3.0</td>
<td>(-0.28 \pm 0.19)</td>
<td>1.11 \pm 0.17</td>
<td>0.60</td>
</tr>
</tbody>
</table>

Inversion between the two quantities. The higher the mean density around a halo becomes, the stronger the proximity effect is biased towards larger strength parameters. At \( z = 4.8 \) a strength parameter of \( a = 1 \) (resembling an unbiased measurement of the photoionisation rate) is obtained for a mean overdensity of \( \langle 1 + \delta \rangle_{10\text{Mpc}} \sim 1.6 \pm 0.35 \). It is interesting to note that there is no strong segregation between the various halo mass bins along the density axis. However, the lower mass halos lie to slightly lower overdensities than the more massive ones. All the different mass bins cover a similar range of large scale densities. Again this indicates that there is no distinct connection between the halo mass and the mean overdensity on these large scales. Hence, only the amount of matter in the greater vicinity of a halo is responsible for the large scatter in the strength parameter \( a \) seen in the previous section. However, a small scatter in \( a \) of \( \approx 20\% \) around the linear regression remains at \( z = 4.8 \).

Similar findings apply to the lower redshift results. The \( a \) parameters are still related through a power law with the large scale overdensity, however the strength of the correlation drops to \( r_{\text{Pearson}} = 0.60 \) at \( z = 3 \). Comparing the \( z = 4.8 \) results with the lower redshift ones shows a slight steepening of the relation from \( \alpha = 0.76 \pm 0.08 \) at \( z = 4.8 \) to \( \alpha = 1.11 \pm 0.17 \) at \( z = 3 \). The scatter around the power law increases to \( \approx 35\% \) for \( z = 4 \) and \( 55\% \) for \( z = 3 \). Further the scatter seems to spread with increasing density, however a larger halo sample from a larger simulation would be needed to conclusively determine this increase in the variance. Again no bias in the strength parameter is found for an overdensity of \( \langle 1 + \delta \rangle_{10\text{Mpc}} \sim 1.5 \pm 0.52 \) at \( z = 4 \) and \( \langle 1 + \delta \rangle_{10\text{Mpc}} \sim 1.8 \pm 0.77 \) at \( z = 3 \).

These results show that the large scale distribution of matter around a host halo affects the proximity effect strength parameter and biases the measurements of the UV background photoionisation rate. There is a power law correlation between the mean density surrounding a QSO host and the \( a \) parameter. The bias on the UV background photoionisation rate can be determined, if the mean overdensity around a QSO is inferred. However, density measurements from the Ly\( \alpha \) forest are degenerated with the UV background photoionisation rate. The properties of the UV background have to be known in order to convert optical depths into densities.

Observationally, D’Odorico et al. (2008) have shown that QSOs at \( z = 2.6 \) are situated in regions showing a density excess on scales of 4 proper Mpc. Due to the dependency of the results on the UV background photoionisation rate, their results only constrain the mean density of the large scale overdensity to a factor of about 3. Nevertheless we estimate a mean density in a radius of 4 proper Mpc from their results. We obtain an upper value on the mean overdensity of \( \langle 1 + \delta \rangle \sim 3.5 \) and a lower value of \( \langle 1 + \delta \rangle \sim 1.25 \).
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Figure 6.12: Proximity effect strength parameter as a function of the mean overdensity in a shell of $1$ to $10 \, h^{-1} \, \text{Mpc}^{-1}$ comoving radius around the 20 most massive halos (black asterisks), $M_{\text{halo}} = 10^{12} \, M_{\odot}$ halos (blue triangles), and $M_{\text{halo}} = 10^{11} \, M_{\odot}$ halos (red diamonds). The black dashed line marks $a = 1$. The solid line represent linear regressions obtained from the dataset where the dotted lines mark the 1σ upper and lower boundaries.
According to our results at $z = 3$, this would translate into a bias of the strength parameter of $a = 2.1$ for an overdensity of 3.5 and $a = 0.7$ for the lower value on the mean density around a QSO. Remember though that our results only apply to a QSO with a Lyman limit luminosity of $L_{\nu,LL} = 10^{31} \text{erg Hz}^{-1} \text{s}^{-1}$. According to P1 the bias becomes smaller for higher luminosity QSOs.

6.5. Conclusion

We have studied the effect of the host halo mass and the large scale density distribution on measurements of the proximity effect strength parameter. The strength parameter is observationally used to infer the UV background photoionisation rate. From a 64 $h^{-1}$ Mpc sized dark-matter simulation, we picked the 20 most massive halos, 50 halos with a mass around $M_{\text{halo}} = 10^{12} M_\odot$, and another 50 halos with a mass around $M_{\text{halo}} = 10^{11} M_\odot$ at redshifts $z = 4.8$, 4, and 3. Each halo is individually assumed to host a QSO with a Lyman limit luminosity of $L_{\nu,LL} = 10^{31} \text{erg Hz}^{-1} \text{s}^{-1}$.

Around each halo, 100 random lines of sight of the density and velocity distribution are obtained. Using models of the IGM which we calibrated to observational constraints, the neutral hydrogen fractions and gas temperatures along each line of sight are inferred. To include the increase in ionisation of an additional QSO radiation field, the neutral hydrogen fractions are decreased proportional to geometric dilution of the QSO flux field [Partl et al. 2010]. Then, for each line of sight, a Ly$\alpha$ forest spectrum is computed. From the spectrum we derive the mean proximity effect signature with observational methods and measure the proximity effect strength parameter $a$. Since the UV background photoionisation rate used in generating the Ly$\alpha$ spectra is known, the strength parameter quantifies the over- or underestimation of the UV background.

In order to assess whether the QSO host environment affects the proximity effect signal, a null hypothesis test was performed. From the simulation box, 500 lines of sight originating at random positions with random directions have been obtained. On each line of sight, the proximity effect was modelled. From these lines of sight, we obtained the distribution of normalised optical depths $\xi$ as a function of normalised distance to the QSO $\omega$. From the $\xi$-distribution, the mean and median proximity effect signals were determined. The mean profiles match the analytic model very well and the model UV photoionisation rates are regained. At large halocentric distances, the median and the mean profiles match. However the median increasingly deviates from the analytic model and the mean profile with decreasing distance to the QSO. This indicates that the $\xi$-distribution closely resembles a log normal distribution at large distances from the QSO, however it is increasingly skewed when nearing the source. Not only is the variance of the $\xi$-distribution found to increase with decreasing redshift, but its skewness increases as well.

We further determined the mean density distribution and infall velocity around all the halos in each mass bin as a function of redshift. For all redshifts the density profile does not immediately reach the mean cosmic density at the border of the dark matter halo, however it stays above the mean density up to comoving halocentric radii of $r_c \gtrsim 10 h^{-1}$ Mpc. For redshifts $z = 4.8$ and $z = 4$ the size of this large scale overdensity is independent of the halo mass. However higher mass halos show in the mean a larger
overdensity than lower mass halos. At redshift $z = 3$ the size of the large scale overdensity is smaller for the lower mass sample than for the more massive ones. The velocity field shows a mean infall up to distances of $30\ h^{-1}\ Mpc$ around the halos, reaching for the most massive halos 80, 100, and 150 km/s for redshifts $z = 4.8$, 4, and 3, respectively. Overdensity and infall velocities act together in the derived bias of the proximity effect.

The mean strength parameter per halo mass bin does not show a dependency with the halo mass. For each halo mass bin, a mean strength parameter which is consistent with the input model is regained within $1\sigma$ standard deviation. However the halo to halo variance is found to increase with decreasing redshift from $\sigma(\log a) = 0.08$ at $z = 4.8$ to $\sigma(\log a) = 0.36$ at $z = 3$.

The strength parameter is found to correlate with the mean density measured in a shell of comoving $1 - 10\ h^{-1}\ Mpc$. We fit a power law to this correlation. Regions with a mean density below the cosmic mean show a stronger proximity effect than regions with densities above the cosmic mean. The correlation is tightest at $z = 4.8$ and the scatter around the power law increases with decreasing redshift. Furthermore, the power law is found to steepen slightly with decreasing redshift. From these results we find that an unbiased UV background photoionisation rate can only be obtained if the mean density around the QSO is between $\langle 1 + \delta \rangle_{10^{Mpc}} \sim 1.5 \pm 0.52$ and $1.8 \pm 0.77$.

If a possibility exists to determine the mean density around a QSO, the bias arising from the large scale overdensity can be corrected for. However density measurements from Ly$\alpha$ forest spectra are degenerate with the UV background photoionisation rate. Due to this degeneracy, previous measurements of the density distribution around QSOs, such as D’Odorico et al. (2008), have only been able to constrain the mean density up to a factor of 3. By inferring the bias of the proximity effect at $z \sim 3$ according to their density measurements, the strength parameter ranges from $a = 0.7$ to $a = 2.1$ for a QSO with a Lyman limit luminosity of $L_{\alpha,LL} = 10^{31}\ erg\ Hz^{-1}\ s^{-1}$.
Summary & Conclusions

In this thesis I have focused on three characteristics of the intergalactic medium using simulations and observations. From observed high-resolution spectra, the properties of metal enriched H\textsubscript{1} absorbers have been determined and the density-metallicity relation was constrained. Additionally I have provided updated results on the distribution of H\textsubscript{1} absorbers in the Ly\textalpha forest. These findings will help to understand the evolution of the intergalactic ionising background field and provide tight constraints on the ionisation state of the intergalactic medium. Since the ionising background field is an important factor in galaxy formation, it is crucial to have good independent observational constrains of the UV background from different indicators. Therefore I contributed to improve measurements of the UV background photoionisation rate as given by the proximity effect, through modelling the effect using detailed radiative-transfer simulations. It turned out, that the impact of the large scale structure bias on proximity effect measurements is a dominant component and can bias the measurements of the UVB photoionisation rates. In order to obtain a more complete and detailed model of the UV background field and the ionisation state of the intergalactic medium in the future, the radiative transfer code CRASH2 was adapted to run on distributed memory clusters. This greatly extends the range of problems that can be studied with the parallel version of CRASH2 and can now be used to model for instance the ionising background radiation. The conclusions of this thesis can be summarised into the following points:

- **Updated absorber number density evolution and differential column density distribution for the Ly\textalpha forest at $1.9 < z < 3.2$:***
  Using 18 high resolution spectra of the Ly\textalpha forest and results from an extensive Voigt profile analysis, updates on the absorber number density evolution and the differential column density distribution of H\textsubscript{1} absorbers have been obtained. Detailed knowledge about the absorber number density evolution measures the joint evolution of structure formation and the UV background field. Since the formation of structure is very well understood through numerical simulations, the number density evolution can be used to constrain the ionising background field. With the large redshift path coverage of the sample, it was possible to derive the mean absorber number density evolution $dn/dz$ for dense systems ($10^{14} < N_{\text{H}1} < 10^{17}$ cm$^{-2}$), which are thought to trace the intergalactic medium near to galaxies, and low density systems ($10^{12.75} < N_{\text{H}1} < 10^{14}$ cm$^{-2}$), which trace a large fraction of the intergalactic gas. The absorber number density is found to gradually decrease with decreasing redshift and follows a power law. The gradual build up of clustered structure and the increasing ionisation state of the intergalactic gas results in the
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decreasing absorber number density. The evolution of the dense systems show as well a gradual decline at \( z > 2.3 \), but at \( 2 < z < 2.3 \) the evolution exhibits a dip indicating that the number of dense absorbers strongly decreases at \( z \sim 2.1 \). Since the star formation rate is highest at around this redshift, this feature indicates a change in the ionising background flux and with it, a change in the ionisation state of the intergalactic medium. This conclusion is strengthened by the column density distribution function, which describes the distribution of the ionised gas in the intergalactic medium. Generally, the distribution function follows a power law form over a large range of densities. However at intermediate densities of around \( N_{\text{H}_1} \sim 10^{14.5} \text{ cm}^{-2} \), the distribution function is known to deviate from the power law in the form of a depression. It was possible to show, that this depression evolves with redshift. At \( 2.7 < z < 3.2 \) almost no deviation is seen from the power law, however at lower redshifts the dip becomes increasingly prominent. This feature directly links to the dip seen in the absorber number density evolution of dense systems and thus indicates an increase in the ionising background radiation at \( z \sim 2.1 \). Together with numerical simulations, these findings might lead to constraints on the ionising background radiation at \( z < 2.5 \), and might help to better understand the contribution of star forming galaxies to the UV background.

- **Characteristics of C\( ^{\text{IV}} \) enriched H\( ^{\text{I}} \) absorbers in the Ly\( \alpha \) forest at \( 2 < z < 3.5 \):**
The Ly\( \alpha \) forest is not only composed of H\( ^{\text{I}} \) absorbers, but also contains a small number of highly-ionised metal absorption lines. By associating C\( ^{\text{IV}} \) absorption features with H\( ^{\text{I}} \) absorption, a clear distinction between the metal enriched and unenriched intergalactic gas can be made. By characterising these two distinct populations, insights into the enrichment process of the intergalactic medium through galaxy feedback can be obtained. Additionally, characteristics of the spatial distribution of enriched gas can be inferred. Studying the absorber number density evolution of C\( ^{\text{IV}} \) enriched and unenriched H\( ^{\text{I}} \) Ly\( \alpha \) absorbers, reveals that around \( 40 - 50\% \) of dense systems show C\( ^{\text{IV}} \) enrichment, while at lower densities only \( 2 - 7\% \) of the gas show signs of metal enrichment. If dense absorbers indeed trace the gas near galaxies and the low density systems trace gas that is far away from galaxies, these findings imply that only the surroundings of galaxies (i.e. the circum-galactic gas) is metal enriched. However, a small fraction of enriched low density systems exists, showing a slight increase in the enrichment fraction with decreasing redshift. Mostly, since these low density H\( ^{\text{I}} \) systems show large quantities of C\( ^{\text{IV}} \), these systems are highly ionised with high metallicities and are thought to trace gas streams of enriched material originating in galaxies flowing into the intergalactic medium. By studying the column density distribution of the enriched and unenriched H\( ^{\text{I}} \) absorbers, it is clearly seen, that these two types of absorbers resemble distinct populations. The enriched systems show a completely different distribution than the unenriched ones. Further it is shown, that the enriched systems show almost no evolution with redshift, whereas the unenriched systems are seen to evolve. This again indicates, that metal enriched gas is located near galaxies, where they are dominated by the radiation stemming from the galaxy. However the unenriched gas which is thought to trace the intergalactic medium
is dominated by the ionising background radiation. Therefore, any evolution in the unenriched systems might indicate changes in the UV background. However to conclusively verify these findings, detailed modelling of the two populations is needed using numerical simulations which follow the metal enrichment of the intergalactic gas in combination with detailed radiative transfer calculation to derive the ionisation state of the gas and the enclosed metals.

- **Volume averaged density-metallicity relation in the Lyα forest at 2 < z < 3.5:**
  Numerical simulations of metal enrichment in the intergalactic medium predicted that the metallicity in the intergalactic gas remains almost constant for high densities down to a characteristic drop-off density. Below this characteristic drop-off density, the intergalactic low density regions are mostly unenriched. Using 17 high resolution spectra of the Lyα forest, the volume-averaged $N_{\text{H}_1} - N_{\text{C}_{\text{IV}}}$ relation has been measured. Again, CIV systems are used as tracers of metal enriched gas. However contrary to the study of CIV enriched HI absorbers, but on volume averaged characteristics of enriched systems. The observed $N_{\text{H}_1} - N_{\text{C}_{\text{IV}}}$ relation shows a similar behaviour than the results from numerical simulations. At high densities the observed relation is shown to be constant, whereas it drops sharply at a column density of $N_{\text{H}_1} \sim 10^{15.2}$ cm$^{-2}$. Only highly ionised systems do not follow this trend with HI. The $N_{\text{H}_1} - N_{\text{C}_{\text{IV}}}$ relation remains constant over the whole redshift range and only the highly ionised systems seem to become more numerous. These findings strengthen the conclusions from the study of individual enriched and unenriched HI absorbers and strongly indicate that only the circum-galactic gas is metal enriched, whereas the bulk of the Lyα forest remains without metals.

- **Analytic model by Bajtlik et al. (1988) captures the physical state of the IGM well:**
  Since the ionising background radiation mainly determines the ionisation state in the intergalactic medium and is a crucial process in galaxy formation, it is important to understand the evolution of the background flux. One method of measuring the ionising background photoionisation rate is the QSO line of sight proximity effect. The additional ionising flux stemming from the QSO additionally increases the ionisation state of the surrounding intergalactic medium, reducing the number of HI absorbers in the Lyα forest when approaching the redshift of the QSO. If the ionising flux from the QSO is known, the proximity effect can be used to measure the UV background. Using detailed radiative transfer modelling of the QSO line of sight proximity effect at $3 < z < 5$, it was confirmed that the change in the ionisation fractions due to the additional radiation from the QSO is strictly proportional to geometric dilution. This confirms one of the assumptions needed in analytic formulations of the effect. Further, dense clumps which are able to self shield themselves from the QSO UV radiation are found to cast shadows behind them. In these shadows produced by such Lyman limit systems, the ionisation fraction of hydrogen cannot be increased by the QSO and the proximity effect cannot be detected.
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- **Large scatter in the normalised optical depths of the proximity effect, which decreases with redshift and QSO luminosity:**
  The normalised optical depth $\xi$, which relates the optical depth around a QSO as a function of distance to the QSO with the mean optical depth in the Ly$\alpha$ forest, shows strong fluctuations around the analytical [Bajtlik et al. (1988)] model. These fluctuations arise from the fluctuating matter density distribution and increase with decreasing redshift. However, the impact of the density fluctuations is reduced around QSOs with increased luminosity. The distribution function of the normalised optical depth as a function of distance to the QSO shows an increase in its skewness with decreasing distance. Far from the QSO, the $\xi$-distribution is found to resemble a log-normal distribution. However for distances shorter than the distance where the flux from the QSO equals the UV background flux, the $\xi$-distribution deviates from a log-normal function and becomes increasingly skewed towards smaller $\xi$ values. The amount of how much the $\xi$-distribution is skewed increases with decreasing redshift.

- **The large scale mean density on scales of comoving radii of $10 \, h^{-1} \, \text{Mpc}$ strongly affects the proximity effect strength:**
  The mean large scale density on distances of up to comoving radii of $10 \, h^{-1} \, \text{Mpc}$ from the QSO host halo is shown to deviate from the mean cosmic density. Assuming dark matter halos of different masses to host QSOs, the influence of the host halo mass and the mean large scale density around the host on the proximity effect strength was determined. No dependency of the proximity effect strength on the host halo mass is found. However the proximity effect strength is found to correlate with the mean large scale density around the QSO host on scales of comoving $10 \, h^{-1} \, \text{Mpc}$. QSOs embedded in an environment with a mean density above the cosmic mean show a weakening of the proximity effect strength. If the UV background photoionisation rate is now determined from the proximity effect, this translates in an overestimation of the UV background. However if the QSO is embedded in an underdense environment, the proximity effect is stronger, resulting in an underestimation of the UV background. The mean density around the host relates with the proximity effect strength in the form of a power law and does not show any strong evolution with redshift. In order to obtain UV background measurements which are not biased by the large scale density distribution, the mean overdensity around a QSO needs to be determined. However, measurements of the density require a good knowledge of the UV background photoionisation rate, which poses a challenge to the correction of the large scale density bias in measurements of the UV background with the proximity effect.

- **Parallelisation of the cosmological radiative transfer code CRASH2:**
  In order to obtain a detailed model of the ionising background radiation and constraints on the ionisation state of the metals in the intergalactic medium in the future, the cosmological Monte Carlo radiative transfer code CRASH2 has been adopted to run on distributed memory clusters using the MPI library. With a new code called pCRASH2, very good scaling properties can be achieved, as long as the number of sources exceed the number of cores used to run the simulations.
This was made possible by an optimal statical decomposition of the domain using a Peano-Hilbert curve. Along the Peano-Hilbert curve, the computational load estimator is integrated and the curve is cut, whenever the integral reaches a fraction of the total computational load, which is proportional to the number of used cores. As a work load estimator, the optically thin case is considered, which assumes the computational load to be proportional to the geometric dilution of the flux stemming from a point source. This assumption breaks down in the optically thick case, however it is shown, that good scaling results are still possible with this strategy in the optically thick regime. In order to reduce the amount of communication overhead, solving the radiative transfer with the static approximation has been segmented. Rays are only propagated to the borders of a subdomain in one time step and will only be continued by the adjacent subdomain in the next time step. This results in a highly efficient communication scheme. However it has to be assured, that the ionisation fronts never propagate faster then the smallest possible light crossing speed (i.e. the size of a cell divided by the length of a time step). With the parallelisation of CRASH2, a wealth of new problems that require large and high resolution radiative transfer simulations become accessible, such as for instance the evolution and nature of the UV background.
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Radiative transfer (RT) has a longstanding history in astronomy. Especially in the field of stellar atmospheres a large amount of knowledge about the transport of photons has been accumulated over the last century (see e.g. Mihalas & Weibel Mihalas (1984)). Many of the radiation transfer codes used in stellar atmospheres obtain solutions in 1D by assuming radial symmetry.

Unfortunately, applying radial symmetry in a cosmological context is not feasible due to the filamentary nature of our universe on scales larger than galaxies. Studying radiative transfer in a cosmological context thus requires 3D methods that capture properly the density features arising during structure formation. This is only feasible in a simplified case by considering hydrogen (and in some codes helium) atom physics.

Over the last decade, a wealth of different numerical methods emerged solving radiative transfer in 3D coupled to hydrogen physics. Most effort has been focusing on 3D continuum radiative transfer that follows changes in the gas ionisation state. However, some hydrogen Lyman α line transfer codes for arbitrary geometries have been developed as well (Verhamme et al. 2006; Pierleoni et al. 2009). Table A.1 gives an overview of some of the codes available for solving the continuum radiative transfer problem.

Figure A.1.: Comparison of the long (a) and short characteristics (b) method with the Monte Carlo ray tracing technique (c).
A. CRASH: Cosmological RAdiative transfer Scheme for Hydrodynamics

Most of these codes make use of one of the following methods (see Fig. A.1):

- **Ray tracing:**
  Ray tracing methods reduce the RT problem to one dimension and solve the radiative transfer along a one dimensional ray. From each source rays need to be cast to each cell in the computational domain. This can be done in three different ways (see Fig. A.1):

  - **Long characteristics method:**
    In the long characteristics method, a ray is fully cast from each source to each cell in the domain. Each time a ray is cast, the optical depth in all the cells lying between the source and the destination cell needs to be evaluated. This causes a large computational overhead, since the same cells are evaluated multiple times.

  - **Short characteristics method:**
    The short characteristics method eases the main disadvantage of the long characteristics method, by determining the optical depth in each cell individually. Like in the long characteristics method, a ray is cast from the source to each cell. However the optical depth is not evaluated by calculating the full optical depth between the cell and the source, but only the contribution of the last cell to the ray’s optical depth is calculated and stored. The total optical depth for any ray originating at the source to any cell is then determined by summing up and interpolating the contributions of the various individual cells to the ray’s optical depth (see Figure A.1). In this scheme, each cell has to be evaluated only once per source, thus speeding up the computation substantially.

  - **Monte Carlo ray tracing:**
    Monte Carlo ray tracing is a simplification of the long characteristics method in such a way that the solution is approximated by stochastically emitting rays from each source in random directions. A computational speed up is achieved by constraining the solution’s accuracy through a reduced sampling of the computational domain.

- **Variable Eddington tensor:**
  In this approach the moments of the radiative transfer equations are used. This leads to a simplified radiative transfer equation that can be easily solved. The radiation field is then treated similarly to a fluid as an diffusion problem. This has the advantage that coupling to hydrodynamics is straightforward. One of the disadvantages though is the introduction of elongations when H\textsuperscript{\textsc{ii}} regions start to overlap (see Petkova & Springel (2009) for detailed discussion).

Besides these approaches, various other approaches exist. Some codes make use of a Delauney tessellation of the optical depth (Ritzerveld & Icke 2006) in such a way, that each point on the grid is separated by the same optical depth. This method has the disadvantage, that for each frequency bin a distinct tessellation needs to be found. A different approach is taken by Pawlik & Schaye (2008) for inclusion of radiative...
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transport in SPH codes, by transporting cones of light from particles to particles. Other strategies involve fast approximative formulations of the transport problem (Alvarez et al. 2006), directly solving the transfer equation in 3D (two spatial dimensions, one angular dimension) using a WENO (Weighted Essentially Non-Oscillatory) scheme for hyperbolic partial differential equations (Qiu et al. 2008), and using fast Fourier transforms to solve the RT equation (Cen 2002).

In order to fully understand how well all these different codes perform, a comparison project has been started with defined test problems that allow a simple and direct comparison of different codes (Iliev et al. 2006). Even though the number of different methods is large, all codes produce reasonably similar results. This picture is, however, altered when RT codes coupled with hydrodynamics are compared (Iliev et al. 2009). In this case, large differences between various codes arise. Special care needs to be taken when applying any radiative-hydrodynamics scheme to a specific problem. It needs to be checked whether a specific code is suited for a particular problem or not.

In the following section we summarise the CRASH scheme as it is currently implemented. It will become clear, why CRASH is a very powerful and flexible scheme for solving the radiative transfer equation. With CRASH it is especially easy to include new physical processes, such as X-ray radiation or H\textsubscript{2} physics. The latest version of CRASH supports full polychromatic radiation transport without resorting to monochromatic transport. Due to the way CRASH handles polychromatic transport, spectral filtering effects are included instantly. Another feature of CRASH is that the scheme does not rely on the on-the-spot approximation and that the diffuse recombination radiation is followed explicitly. The only disadvantage of CRASH however is the large number of photon samples that need to be followed to reduce the Monte Carlo noise when involving more elaborated physics. However, thanks to the parallel version of CRASH, a substantially larger sampling rate is achievable.

Before discussing CRASH, the foundations of radiation transport will be discussed. Further, we will establish the impact of the instant propagation approximation and elaborate, under which circumstances it can be safely applied and when caution is needed.

A.1.1. The radiative transfer equation

We will now derive the radiative transfer equation in an expanding universe. For this we follow Dautcourt (1976) and Gnedin & Ostriker (1997). First we start by defining the photon distribution function $F_\gamma(t, x^i, p^k)$ where $x^i$ are comoving coordinates and $p^k$ the comoving photon momenta

$$p^k = a \frac{h \nu}{c} n^k.$$  \hspace{1cm} (A.1)

Here $a = a(t)$ is the cosmological expansion factor, $h$ is the Planck constant, $\nu$ is the photon frequency, and $n^k$ denotes the unit vector pointing in the direction of the photon propagation. We thus can write the Boltzmann equation for the distribution function $F_\gamma$

$$\frac{\partial F_\gamma}{\partial t} + \frac{\partial}{\partial x^i} \left( \dot{x}^i F_\gamma \right) + \frac{\partial}{\partial p^k} \left( \dot{p}^k F_\gamma \right) = \left| \frac{\partial F_\gamma}{\partial t} \right|_{\text{sources}} - \left| \frac{\partial F_\gamma}{\partial t} \right|_{\text{sinks}}$$  \hspace{1cm} (A.2)
<table>
<thead>
<tr>
<th>Code</th>
<th>Type</th>
<th>Grid type</th>
<th>Speed</th>
<th>Coupled</th>
<th>Parallelisation</th>
<th>Notes</th>
</tr>
</thead>
<tbody>
<tr>
<td>CRASH2</td>
<td>MC</td>
<td>distributed</td>
<td>yes</td>
<td>-</td>
<td>-</td>
<td>Authors: Maselli et al. (2009)</td>
</tr>
<tr>
<td>SPHRAV</td>
<td>MC</td>
<td>distributed</td>
<td>yes</td>
<td>-</td>
<td>-</td>
<td>Authors: Altay et al. (2008)</td>
</tr>
<tr>
<td>RADAMESH</td>
<td>MC</td>
<td>fixed/AMR</td>
<td>reduced</td>
<td>-</td>
<td>-</td>
<td>Author: Cantalupo &amp; Porciani (2010)</td>
</tr>
<tr>
<td>LICORICE</td>
<td>MC</td>
<td>fixed/AMR</td>
<td>instant</td>
<td>-</td>
<td>-</td>
<td>Author: Baek et al. (2009)</td>
</tr>
<tr>
<td>C² Ray</td>
<td>MC</td>
<td>fixed/AMR</td>
<td>instant</td>
<td>-</td>
<td>-</td>
<td>Author: Mellema et al. (2006)</td>
</tr>
<tr>
<td>ART</td>
<td>MC</td>
<td>fixed/AMR</td>
<td>distributed</td>
<td>-</td>
<td>-</td>
<td>Author: Susa &amp; Umemura (2004)</td>
</tr>
<tr>
<td>Zeus-MP</td>
<td>MC</td>
<td>fixed/AMR</td>
<td>distributed</td>
<td>-</td>
<td>-</td>
<td>Author: Nakamoto et al. (2001)</td>
</tr>
<tr>
<td>FLASH-HC</td>
<td>hybrid MC</td>
<td>fixed/AMR</td>
<td>distributed</td>
<td>-</td>
<td>-</td>
<td>Author: Whalen &amp; Norman (2006)</td>
</tr>
<tr>
<td>START</td>
<td>MC</td>
<td>fixed/AMR</td>
<td>distributed</td>
<td>-</td>
<td>-</td>
<td>Author: Rijkhorst et al. (2006)</td>
</tr>
<tr>
<td>FTTE</td>
<td>MC</td>
<td>fixed/AMR</td>
<td>distributed</td>
<td>-</td>
<td>-</td>
<td>Author: Razoumov &amp; Cardall (2005)</td>
</tr>
<tr>
<td>Enzo-RT</td>
<td>MC</td>
<td>variable Eddington tensor</td>
<td>distributed</td>
<td>-</td>
<td>-</td>
<td>Author: Kowalke et al. (2010)</td>
</tr>
<tr>
<td>OTVET</td>
<td>MC</td>
<td>variable Eddington tensor</td>
<td>distributed</td>
<td>-</td>
<td>-</td>
<td>Author: Hasegawa &amp; Umemura (2010)</td>
</tr>
<tr>
<td>ATON</td>
<td>MC</td>
<td>variable Eddington tensor</td>
<td>distributed</td>
<td>-</td>
<td>-</td>
<td>Author: Abel &amp; Wandelt (2002)</td>
</tr>
<tr>
<td>HART</td>
<td>MC</td>
<td>variable Eddington tensor</td>
<td>distributed</td>
<td>-</td>
<td>-</td>
<td>Author: Aubert &amp; Teyssier (2008)</td>
</tr>
<tr>
<td>GADGET-3 (RT module)</td>
<td>MC</td>
<td>variable Eddington tensor</td>
<td>distributed</td>
<td>-</td>
<td>-</td>
<td>Author: Petkova &amp; Springel (2009)</td>
</tr>
<tr>
<td>ATON</td>
<td>MC</td>
<td>variable Eddington tensor</td>
<td>distributed</td>
<td>-</td>
<td>-</td>
<td>Author: Gnedin &amp; Abel (2001)</td>
</tr>
<tr>
<td>GADGET-3 (RT module)</td>
<td>MC</td>
<td>variable Eddington tensor</td>
<td>distributed</td>
<td>-</td>
<td>-</td>
<td>Author: Gnedin et al. (2009)</td>
</tr>
<tr>
<td>TRAPHIC</td>
<td>MC</td>
<td>variable Eddington tensor</td>
<td>distributed</td>
<td>-</td>
<td>-</td>
<td>Author: Pawlik &amp; Schaye (2010)</td>
</tr>
<tr>
<td>SimpleX2</td>
<td>Delauney tessellation of τ</td>
<td>unstructured</td>
<td>instant</td>
<td>-</td>
<td>-</td>
<td>Author: Paardekooper et al. (2010)</td>
</tr>
<tr>
<td>IFT</td>
<td>MC</td>
<td>adaptive ray-tracing</td>
<td>reduced</td>
<td>-</td>
<td>-</td>
<td>Author: Alvarez et al. (2006)</td>
</tr>
</tbody>
</table>

**Table A.1.** Overview of some RT codes available in the literature.
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where the right hand side gives the sources due to emission processes and the sinks due to absorption of photons. We further relate the specific intensity $J_\nu(t, x^i, n^k)$ to the photon distribution function $F_\gamma$ using the relations

$$d^3A = c^2 dt d^2p d\Omega,$$

and

$$d^3x = c^2 dt d^3x.$$

We thus obtain

$$J_\nu = h\nu F_\gamma \frac{d^3x d^3p}{d\nu d\Omega dA dt} = \frac{h^4\nu^3}{c^2} F_\gamma$$  \hspace{1cm} (A.3)

where $dA$ denotes an infinitesimal area element and $d\Omega$ denotes the solid angle. By substituting $F_\gamma$ in Eq. A.2 using Eq. A.3 we obtain the cosmological radiative transport equation

$$\frac{\partial J_\nu}{\partial t} + \frac{\partial}{\partial x^i} \left( \dot{x}^i J_\nu \right) - H \left( \nu \frac{\partial J_\nu}{\partial \nu} - 3J_\nu \right) = -k_\nu J_\nu + S_\nu$$  \hspace{1cm} (A.4)

where $H$ is the Hubble constant $H = \dot{a}/a$, $k_\nu$ the absorption coefficient and $S_\nu$ the emission function describing the sources. By identifying $\dot{x}^i$ with the velocity vector of photons $\dot{x} = n^k c$, we can rewrite Eq. A.4 into

$$\frac{1}{c} \frac{\partial J_\nu}{\partial t} + \frac{n^k}{a} \frac{\partial}{\partial x^i} (J_\nu) - \frac{H}{c} \left( \nu \frac{\partial J_\nu}{\partial \nu} - 3J_\nu \right) = -k_\nu J_\nu + S_\nu.$$

If we assume that the mean free path of a photon to be much smaller than the horizon (which is assumed from now on), the radiative transfer equation turns into its classical form

$$\frac{\partial J_\nu}{\partial t} + n^k \frac{\partial}{\partial x^i} J_\nu = -k_\nu J_\nu + S_\nu.$$  \hspace{1cm} (A.6)

This is the equation that is solved in CRASH. However, care must be taken at all times however, that the mean free path much smaller than the horizon. In the prerionisation universe when $\text{H II}$ regions are still fairly small, this is always ensured. However, as soon as $\text{H II}$ regions start to overlap and the mean free path increases substantially, one has to assess whether the inclusion of the cosmological expansion alters the result or not.

One additional simplification can be applied to the radiative transfer equation regarding the propagation speed of photons. If changes in $k_\nu$ and $S_\nu$ are on timescales larger than the light crossing time of the simulation box (or the timescales of interest), photons can be assumed to instantly propagate through the simulation volume. This is the static approximation to the transfer equation, which is currently used by many RT schemes (compare Table A.1). The RT equation A.6 thus simplifies to

$$n^k \frac{\partial}{\partial x^i} J_\nu = -k_\nu J_\nu + S_\nu.$$  \hspace{1cm} (A.7)

Since radiation is assumed to propagate instantaneously through space, unphysical results can arise in certain situations. It was pointed out by Abel et al. (1999) that very close to a source, ionisation fronts might travel artificially faster than the speed of light. In this early formation phase of an $\text{H II}$ regions, the results cannot be relied on, if the instant propagation approximation is used. The present version of CRASH uses this approximation. However, with the parallelised version in place, changes allowing the photons to propagate at speed of light are feasible.
A.2. How it all works - The CRASH RT scheme

The following sections describe the latest implementation of CRASH which was published in the following papers: Ciardi et al. (2001), Maselli et al. (2003), Maselli & Ferrara (2005), Maselli et al. (2009), Chapter 4, and Schleicher et al. in preparation. Currently three versions of CRASH exist, which are planned to merge into one code base in the future. These are the classical CRASH code, the parallel pCRASH2 code and a version implementing X-Rays called xCRASH. We will give a combined description of these versions below, outlining differences when necessary. A detailed description of pCRASH2 is found in Section 4.

The basis of the CRASH RT scheme is simple and straightforward. Given a distribution of sources together with their characteristics and an initial hydrogen and/or helium density field combined with a temperature field, photon packages are followed through the computational domain, altering the ionisation state and temperature of the gas on their way through the grid. Each source emits photon packets stochastically. These photon packets represent a group of photons, since it is impossible to track individual photons.

At each time step, photon packets are sent out by each source in random directions. The angular distribution with which a source produces photon packets can be easily controlled and modified. With this modification, anisotropically emitting sources can be implemented naturally. The total number of packets produced by each source determines the angular sampling resolution. The more packets each source emits, the better the solution is constrained and the Monte Carlo simulation noise is reduced.

Each photon packet represents a polychromatic beam of light, which we call "coloured packet". Each packet has a multiple of wavelength bins sampling the spectral energy distribution of the source. These coloured packets are then propagated through the box until they either exit the box or get completely absorbed. The number of photons absorbed per wavelength bin is calculated each time a package crosses a cell and is subtracted from the propagating package. With this procedure, wavelength dependent filtering effects are naturally followed by CRASH.

It is also straightforward to solve for the diffuse radiation field produced by recombinining electrons. In each cell the number of electrons recombining with hydrogen and helium are counted. If a certain threshold of recombinations has been reached, a diffuse monochromatic photon packet according to the corresponding Milne spectrum is released from the cell and the cell’s recombination counter is set to zero.

A.2.1. Coloured photon packets

CRASH discretises the photon field into coloured photon packets. Each packet resembles a discrete photon energy content, which is distributed according to a given spectral energy distribution $S_\nu$ into discrete frequency bins $\Delta\nu$. Quantities continuous in frequency we denote with subscript $\nu$ and frequency discretised quantities with subscript $\Delta\nu$. CRASH does not assume a fixed frequency discretisation; it reads arbitrary frequency binnings from input files.
For point sources, the emitted energy per time step \( j \) and source \( s \) reads

\[
\Delta E_{j,\Delta\nu,s} = \int_{t_{j-1}}^{t_j} \int_{\Delta\nu} L_{0,s}(t) S_{\nu,s} \, d\nu \, dt,
\]

(A.8)

where \( t_j = j \Delta t (j = 1, ..., N_t) \), \( N_t \) the number of time steps, and \( L_{0,s}(t) \) denotes the time dependent normalisation point for a source’s spectrum \( S_{\nu,s} \) with bolometric luminosity \( L_s(t) \). The time step is given by \( \Delta t = t_s/N_t \), where \( t_s \) is the total simulation time. In CRASH and xCRASH, each source only emits one packet per time step, resulting in \( N_t = N_p \), where \( N_p \) is the number of packets produced per source. In pCRASH2 a source can emit multiple photons per time step and the emitted energy per time step \( \Delta E_{j,\Delta\nu,s} \) is equally divided among the number of packets per time step \( (N_p/N_t) \in \mathbb{N} \).

Internally CRASH does not use radiation energy to follow the radiative transport equation. It is more convenient to use the number of photons in each \( \Delta \nu \) bin

\[
N_{\gamma,j,\Delta\nu,s} = \frac{\Delta E_{j,\Delta\nu,s}}{h\nu}
\]

(A.9)

where \( h \) is the Plank constant. For point sources, the packets originate at the source’s position \( P \), and a random propagation direction \((\theta, \varphi)\) is chosen according to the source’s angular emissivity function.

Hence, a coloured photon packet is characterised by the following parameters: the origin \( P \) of the packet, the propagation direction \((\theta, \varphi)\), the frequency bin array \( \Delta\nu_i \), and the number of photons per frequency bin array \( N_{\gamma,j,\Delta\nu} \).

**Diffuse recombination radiation**

CRASH accounts for a diffuse radiation field produced by recombining electrons with hydrogen or helium. The following recombination processes of H and He are treated:

(i) \( \text{H}^{\text{II}} + e^- \rightarrow \text{H}^{\text{I}} + h\nu \)

(ii) \( \text{He}^{\text{II}} + e^- \rightarrow \text{He}^{\text{I}} + h\nu \)

(iii) \( \text{He}^{\text{III}} + e^- \rightarrow \text{He}^{\text{II}} + h\nu \)

As with point sources, the diffuse recombination radiation is discretised into coloured packets. Since the emission of recombining electrons is isotropic, a random propagation direction is assigned to the packet accounting for an isotropic distribution on a sphere. Then the spectral energy distribution is calculated. By assuming local thermal equilibrium, the Milne spectrum

\[
S_{d,\nu} = \frac{2h\nu^3}{c^2} g_k \left( \frac{h^2}{2\pi m_p kT_e} \right)^{3/2} \sigma_{\Xi,\nu} e^{-h(\nu - \nu_{th})/(kT_e)} n_{\Xi} n_e
\]

(A.10)

is evaluated, where \( g_k \) and \( g_{k+1} \) are the species ground-level statistical weights, \( T_e \) and \( n_e \) are the electron temperature and number density, \( n_{\Xi} \) gives the number density of species \( \Xi \in \{\text{H}^{\text{II}}, \text{He}^{\text{II}}, \text{He}^{\text{III}}\} \), \( \sigma_{\Xi,\nu} \) is the species cross section, and all the other symbols.
have their usual meaning. Eq. A.10 only holds for $\nu \geq \nu_{\text{th}}$, where $\nu_{\text{th}}$ is the ionisation frequency of a given species. In \textsc{crash} and \textsc{xcrash} Eq. A.10 is sampled in a Monte Carlo fashion to assign a frequency and intensity to a monochromatic photon packet. In p\textsc{crash2} we use equally spaced frequency bins to evaluate Eq. A.10 and produce a coloured packet.

The intensity of the recombination radiation is determined as follows. In each cell of the domain, the number of recombination events for each species $N_{\Xi,\text{rec}}$ is counted. Whenever a packet crosses a cell at time $t_c$, the number of recombined electrons after the last cell crossing by a packet $t_{c-1}$ is added to $N_{\Xi,\text{rec}}$ using

$$\Delta N_{\Xi,\text{rec}} \approx \alpha_{\Xi}(T_{c-1}) n_{e,c-1} n_{\Xi,c-1} (t_c - t_{c-1}) (\Delta x)^3$$

where $T_{c-1}$, $n_{e,c-1}$, and $n_{\Xi,c-1}$ are the cell temperature, electron number density and number density of species $\Xi$ at the last cell crossing time $t_{c-1}$. $\alpha_{\Xi}(T_{c-1})$ is the species total recombination coefficient and $(\Delta x)^3$ the volume of one cell. Whenever $N_{\Xi,\text{rec}}$ reaches a fraction of the total numbers of atoms of species $\Xi$ in the cell $N_{\Xi,a}$

$$N_{\Xi,\text{rec},c} > f_r N_{\Xi,a},$$

with $f_r \in [0,1]$. This gives the intensity of the diffuse photon packet.

Since $\alpha_{\Xi}(T_{c-1})$ captures all recombining electrons, including the ones recombining not only to the ground level but also to different energy levels, we need to determine the fraction of photons capable of ionising further atoms. Each time Eq. A.12 is satisfied, the probability of recombining to the ground level $\alpha_1/\alpha$ is Monte Carlo sampled, where $\alpha_1$ is the recombination coefficient to the ground level only. Only recombination photons capable of ionising another atom are considered. If recombination occurs to the ground level for any of the species, a diffuse packet according to the Milne spectrum is emitted. For helium, a slightly more complicated approach has to be taken, since de-excitation following recombination to higher levels of He\textsc{ii} or He\textsc{iii} is capable of ionising H\textsc{i} or He\textsc{i}. De-excitation can proceed through various channels. However, \textsc{crash} approximates the relevant transitions by considering mean values between the $2s \rightarrow 1s$ ($h\nu = 19.8$ eV) and the $2p \rightarrow 1s$ ($h\nu = 21.2$ eV) channels for He\textsc{i}, assuming equipartition between the two processes. For He\textsc{ii}, the only relevant process is $2p \rightarrow 1s$ ($h\nu = 40.7$ eV). A more detailed treatment could be implemented into p\textsc{crash2}, since it allows for more elaborated physics to be followed. After emission of the diffuse packet, $N_{\text{rec}}$ is set to zero.

### A.2.2. Package propagation

Whenever a packet was produced, it is propagated through the box. In \textsc{crash} and \textsc{xcrash}, this happens immediately after a packet was produced. Due to the parallelisation strategy, p\textsc{crash2} first produces all the packets and adds them onto a list, which will then be processed after all the packets have been produced and/or have been communicated with neighbouring domains.

In the process of creating a packet, its initial position $\mathbf{P}_0$ and propagation direction $(\theta, \varphi)$ are assigned. The packet is then propagated along a straight line to the $l$-th cell at
distance \( r \) according to

\[
P_l = P_0 + r \cdot \begin{pmatrix} \sin \theta \cos \varphi \\ \sin \theta \sin \varphi \\ \cos \theta \end{pmatrix}.
\]

(A.13)

In order to properly progress from cell to cell and to obtain the intersection length \( \Delta x_l \) of the ray with the \( l \)-th cell, the fast voxel traversal algorithm by Amanatides & Woo (1987) is used.

At each cell crossing, a fraction of the coloured packet is absorbed as a function of frequency. The absorption probability \( P_{\text{abs}} \) through a cell \( l \) with an optical depth \( \tau_l \) is given by

\[
P_{\text{abs}}(\tau_l, \Delta \nu) = 1 - e^{-\tau_l, \Delta \nu}.
\]

(A.14)

The optical depth at each frequency bin in the coloured packet is thus given by

\[
\tau_l, \Delta \nu = \sum_{\Xi} n_{l, \Xi, \Delta \nu} \Delta x_l,
\]

where \( n_{l, \Xi} \) is the species number density in cell \( l \). Using Eq. (A.14), the number of photons absorbed in cell \( l \) becomes

\[
N_{l, \gamma, \Delta \nu}^{\text{abs}} = N_{l-1, \gamma, \Delta \nu}^{\text{trans}} \left( 1 - e^{-\tau_l, \Delta \nu} \right),
\]

(A.16)

where \( N_{l-1, \gamma, \Delta \nu}^{\text{trans}} \) denotes the number of photons transmitted up to the preceding cell \( l - 1 \). Due to numerical noise, care has to be taken, that the number of absorbed photons does not exceed the total number of photons in the frequency bin of the packet. Since the absorption probability is a function of frequency, each cell crossing will modify the spectral shape of a packet. Typically, photons close to the ionisation edge of a species \( \Xi \) will be depleted first and more strongly. This scheme captures spectral filtering naturally.

Photons are propagated until they either exit the box (when no periodic boundary conditions are imposed) or until they are fully absorbed. This is the case, when the number of photons in all the frequency bins fall below a threshold \( N_{l, \gamma, \Delta \nu} \leq 10^{-f_{\text{abs}}} N_{\gamma, \Delta \nu} \). This guarantees energy conservation up to an accuracy of \( 10^{-f_{\text{abs}}} \). Typically a \( f_{\text{abs}} \in [4, 9] \) is adopted, depending on the required accuracy.

### A.2.3. Solving for the chemistry

After the total number of absorbed photons in the cell is known, the ionisation fractions \( x_{\Xi} \) of the various species and the gas temperature \( T \) need to be determined. The system
of coupled ordinary differential equations used by CRASH are

\[ n_{\text{H}} \frac{dx_{\text{H}i}}{dt} = \gamma_{\text{H}i}(T)n_{\text{H}i}n_e - \alpha_{\text{H}i}(T)n_{\text{H}i}n_e + \Gamma_{\text{H}i}n_{\text{H}i} = I_{\text{H}i} \quad \text{(A.17)} \]

\[ n_{\text{He}} \frac{dx_{\text{He}i}}{dt} = \gamma_{\text{He}i}(T)n_{\text{He}i}n_e - \gamma_{\text{He}i}(T)n_{\text{He}i}n_e - \alpha_{\text{He}i}(T)n_{\text{He}i}n_e + \alpha_{\text{He}i}(T)n_{\text{He}i}n_e + \Gamma_{\text{He}i}n_{\text{He}i} = I_{\text{He}i} \quad \text{(A.18)} \]

\[ n_{\text{He}} \frac{dx_{\text{He}iii}}{dt} = \gamma_{\text{He}iii}(T)n_{\text{He}iii}n_e - \alpha_{\text{He}iii}(T)n_{\text{He}iii}n_e + \Gamma_{\text{He}iii}n_{\text{He}iii} = I_{\text{He}iii} \quad \text{(A.19)} \]

\[ \frac{dT}{dt} = \frac{2}{3k_B n_{\text{He}i}} \left[ -k_B T \frac{dn_e}{dt} + \sum_{\Xi} \mathcal{H}(T, x\Xi) - \sum_{\Xi} \Lambda(T, x\Xi) \right] \quad \text{(A.20)} \]

Here \( \gamma_{\Xi} \) denote collisional ionisation rates, \( \alpha_{\Xi} \) are the recombination rates and \( \Gamma_{\Xi} \) stands for the photoionisation rates. In xCRASH secondary ionisation through energetic electrons \( \Psi_\Xi \) is also included in Eqs. A.17, A.18, and A.19. Further, \( \mathcal{H}(T, x\Xi) \) and \( \Lambda(T, x\Xi) \) are the heating and cooling functions which capture collisional ionisation cooling, recombination cooling, collisional excitation cooling, Bremsstrahlung cooling, Compton cooling and heating, and photoionisation heating. Furthermore, Coulomb heating of thermal electrons by fast electrons is considered in xCRASH. All the corresponding rates and cross sections used in CRASH are given in Section A.2.4.

The set of equations \[\text{A.17} - \text{A.20}\] needs to be discretised in time, and we obtain

\[ x_{\text{H}i}(t + \Delta t) = x_{\text{H}i}(t) + I_{\text{H}i}(t)\Delta t/n_{\text{H}} \]

\[ x_{\text{He}i}(t + \Delta t) = x_{\text{He}i}(t) + I_{\text{He}i}(t)\Delta t/n_{\text{He}} \]

\[ x_{\text{He}iii}(t + \Delta t) = x_{\text{He}iii}(t) + I_{\text{He}iii}(t)\Delta t/n_{\text{He}} \]

\[ T(t + \Delta t) = T(t) + \frac{2}{3k_B n_{\text{He}i,\text{tot}}} \left[ -k_B T \Delta n_e + \Delta t \left( \sum_{\Xi} \mathcal{H}(T, x\Xi) - \sum_{\Xi} \Lambda(T, x\Xi) \right) \right] \quad \text{(A.21)} \]

where \( \Delta n_e = n_e(t + \Delta t) - n_e(t) \). This system is solved every time a photon packet crosses a cell. The numerical integration time-step \( \Delta t \), being the time interval between two subsequent crossings of a cell by a photon packet, is not constant. Therefore, for each cell the last crossing time \( t_{c-1} \) of a photon packet needs to be saved. Thus \( \Delta t = t_c - t_{c-1} \).

Most of the processes in Eq. A.21 are treated continuously, except for the processes connected with photoionisation. Since the photon field is discretised into photon packets, photoionisation is a discrete process in CRASH. In order to determine the photoionisation rate \( \Gamma_{\Xi} \), the total number of absorbed photons \( N^{\text{abs}}_{i,\gamma,\Delta \nu} \) (see Eq. A.16) is distributed among the species proportional to the species’ optical depth (Mellema, Ringberg conference on
reionisation 2009). We thus obtain

\[
\Delta x_l, H_{II} = \frac{n_{H_1}}{n_H} \Gamma_{H_1} \Delta t = \frac{1}{n_{H_1} (\Delta x)^3} \sum_{\Delta \nu} N_{l, \gamma, \Delta \nu}^\text{abs} \frac{\tau_{l, \Delta \nu, H_1}}{\tau_{l, \Delta \nu}}
\]

\[
\Delta x_l, He_{II} = \frac{n_{He_1}}{n_{He}} \Gamma_{He_1} \Delta t = \frac{1}{n_{He} (\Delta x)^3} \sum_{\Delta \nu} N_{l, \gamma, \Delta \nu}^\text{abs} \frac{\tau_{l, \Delta \nu, He_1}}{\tau_{l, \Delta \nu}}
\]

\[
\Delta x_l, He_{III} = \frac{n_{He_2}}{n_{He}} \Gamma_{He_2} \Delta t = \frac{1}{n_{He} (\Delta x)^3} \sum_{\Delta \nu} N_{l, \gamma, \Delta \nu}^\text{abs} \frac{\tau_{l, \Delta \nu, He_2}}{\tau_{l, \Delta \nu}}
\]

\[
\Delta T_l = \frac{2}{3k_B n_{l, tot}} \left[ -k_B T_l \Delta n_e + (\Delta x)^{-3} \sum_{\Xi, \Delta \nu} N_{l, \gamma, \Delta \nu}^\text{abs} \frac{\tau_{l, \Delta \nu, \Xi}}{\tau_{l, \Delta \nu}} (h (\Delta \nu - \nu_{th, \Xi})) \right]
\]

All other processes such as recombination, collisional ionisation, and the cooling function are not discretised quantities and are thus treated as continuous processes. In order to correctly capture these with a simple Eulerian integration scheme, \(\Delta t\) needs to be much smaller than the characteristic time-scale of these processes for all species \(\Xi\). It has to be ensured at all times, that \(\Delta t \ll t_{\text{min}} = \min [t_{\text{rec}, \Xi}, t_{\text{coll}, \Xi}, t_{\text{cool}}]\) is fulfilled. If this is not the case, the integration is subsampled using \(n_s = \text{int} [\Delta t / (f_s t_{\text{min}})]\) steps, with \(f_s\) being a fudge factor. It is generally chosen to be \(f_s \in [50, 100]\).

### A.2.4. Cross-sections and rates

#### Photoionisation cross-sections

**CRASH, pCRASH2** *(Osterbrock & Ferland 2006)* Cross-sections are given in \([cm^2]\).

- \(H_1: \sigma_{H_1}(\nu) = 6.3 \times 10^{-18} (\nu/\nu_{th,H_1})^{-3}\)
- \(He_1: \sigma_{He_1}(\nu) = 7.2 \times 10^{-18} [1.66 (\nu/\nu_{th,He_1})^{-2.05} + 0.66 (\nu/\nu_{th,He_1})^{-3.05}]\)
- \(He_{II}: \sigma_{He_{II}}(\nu) = 1.58 \times 10^{-18} (\nu/\nu_{th,He_{II}})^{-3}\)

**xCRASH** *(Verner & Yakovlev 1995)* Cross-sections are given in \([Mb]\) (megabarn).

\[
y = E / E_0 \\
Q = 5.5 + l - 0.5P \\
F(y) = \left[ (y - 1)^2 + y_w^2 \right] y^{-Q} \left( 1 + \sqrt{y / y_s} \right)^{-P} \\
\sigma_{nl}(E) = \sigma_0 F(E / E_0)
\]

with
Recombination rates **(Cen 1992)**
Rates are given in $[\text{cm}^3\text{s}^{-1}]$, $T$ in [K].

\[
\begin{align*}
\text{H} \text{ II}: \alpha_{\text{H} \text{ II}} (T) &= 8.40 \times 10^{-11} T^{-1/2} \left( \frac{T}{10^3} \right)^{-0.2} \left[ 1 + \left( \frac{T}{10^6} \right)^{0.7} \right]^{-1} \\
\text{He} \text{ II}: \alpha_{\text{He} \text{ II}} (T) &= 1.50 \times 10^{-10} T^{-0.6353} \\
\text{He} \text{ III}: \alpha_{\text{He} \text{ III}} (T) &= 3.36 \times 10^{-10} T^{-1/2} \left( \frac{T}{10^3} \right)^{-0.2} \left[ 1 + \left( \frac{T}{10^6} \right)^{0.7} \right]^{-1}
\end{align*}
\]

Collisional ionisation rates **(Cen 1992)**
Rates are given in $[\text{cm}^3\text{s}^{-1}]$.

\[
\begin{align*}
\text{H} \text{ I}: \gamma_{\text{H} \text{ I}} (T) &= 5.85 \times 10^{-11} T^{-1/2} \left[ 1 + \left( \frac{T}{10^5} \right)^{1/2} \right]^{-1} e^{-157809.1/T} \\
\text{He} \text{ I}: \gamma_{\text{He} \text{ I}} (T) &= 2.38 \times 10^{-11} T^{-1/2} \left[ 1 + \left( \frac{T}{10^5} \right)^{1/2} \right]^{-1} e^{-28535.4/T} \\
\text{He} \text{ II}: \gamma_{\text{He} \text{ II}} (T) &= 5.68 \times 10^{-12} T^{-1/2} \left[ 1 + \left( \frac{T}{10^5} \right)^{1/2} \right]^{-1} e^{-631515.0/T}
\end{align*}
\]

Secondary ionisation rates **(Dalgarno et al. 1999)**
CRASH, pCRASH2 Not included.

xCRASH The number of ionisation events stemming from fast electrons is given by

\[ N_{\text{sec.ion}} = \frac{E_e}{W(E)}, \]

where $E_e$ is the electrons’ energy and

\[ W(E) = W_0(E) \left( 1 + C(E) x_e^{\alpha(E)} \right) \]

is the fit to the mean energy per ion pair and $x_e$ is the electron fraction. The fitting parameters for a H-He gas are for H II:

<table>
<thead>
<tr>
<th></th>
<th>$E_0$</th>
<th>$P$</th>
<th>$\sigma_0$</th>
<th>$y_w$</th>
<th>$y_a$</th>
<th>$I$</th>
</tr>
</thead>
<tbody>
<tr>
<td>H I</td>
<td>$4.298 \times 10^{-1}$</td>
<td>2.963</td>
<td>$5.475 \times 10^4$</td>
<td>0</td>
<td>32.88</td>
<td>0</td>
</tr>
<tr>
<td>He I</td>
<td>5.996</td>
<td>6.098</td>
<td>$4.47 \times 10^3$</td>
<td>0</td>
<td>2.199</td>
<td>0</td>
</tr>
<tr>
<td>He II</td>
<td>1.720</td>
<td>2.963</td>
<td>$1.369 \times 10^4$</td>
<td>0</td>
<td>32.88</td>
<td>0</td>
</tr>
</tbody>
</table>
A.2. How it all works - The CRASH RT scheme

<table>
<thead>
<tr>
<th>$E$ (eV)</th>
<th>$W_0$ (eV)</th>
<th>$\alpha$</th>
<th>$C$</th>
</tr>
</thead>
<tbody>
<tr>
<td>30</td>
<td>60.0</td>
<td>1.06</td>
<td>221</td>
</tr>
<tr>
<td>50</td>
<td>48.9</td>
<td>1.01</td>
<td>87.9</td>
</tr>
<tr>
<td>100</td>
<td>42.6</td>
<td>0.964</td>
<td>41.0</td>
</tr>
<tr>
<td>200</td>
<td>40.3</td>
<td>0.928</td>
<td>24.5</td>
</tr>
<tr>
<td>500</td>
<td>39.8</td>
<td>0.890</td>
<td>15.5</td>
</tr>
<tr>
<td>1000</td>
<td>39.8</td>
<td>0.866</td>
<td>12.2</td>
</tr>
</tbody>
</table>

for He\textsubscript{i}:

<table>
<thead>
<tr>
<th>$E$ (eV)</th>
<th>$W_0$ (eV)</th>
<th>$\alpha$</th>
<th>$C$</th>
</tr>
</thead>
<tbody>
<tr>
<td>30</td>
<td>6740</td>
<td>1.08</td>
<td>522</td>
</tr>
<tr>
<td>50</td>
<td>2150</td>
<td>1.07</td>
<td>98.4</td>
</tr>
<tr>
<td>100</td>
<td>1030</td>
<td>1.03</td>
<td>40.9</td>
</tr>
<tr>
<td>200</td>
<td>700</td>
<td>1.02</td>
<td>24.1</td>
</tr>
<tr>
<td>500</td>
<td>540</td>
<td>1.00</td>
<td>15.6</td>
</tr>
<tr>
<td>1000</td>
<td>487</td>
<td>0.994</td>
<td>12.5</td>
</tr>
</tbody>
</table>

and for He\textsubscript{ii}:

<table>
<thead>
<tr>
<th>$E$ (eV)</th>
<th>$W_0$ (eV)</th>
<th>$\alpha$</th>
<th>$C$</th>
</tr>
</thead>
<tbody>
<tr>
<td>30</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>50</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>100</td>
<td>688000</td>
<td>1.09</td>
<td>59.6</td>
</tr>
<tr>
<td>200</td>
<td>78200</td>
<td>1.06</td>
<td>23.6</td>
</tr>
<tr>
<td>500</td>
<td>25400</td>
<td>1.05</td>
<td>14.7</td>
</tr>
<tr>
<td>1000</td>
<td>16400</td>
<td>1.05</td>
<td>11.7</td>
</tr>
</tbody>
</table>

The coefficients are linearly interpolated to obtain values for intermediate energies. According to \cite{Shull:1985} the secondary ionisation fractions stay constant above energies much larger than 100 eV. We thus assume them to be constant above 1000 eV. The fits by \cite{Dalgarno:1999} reproduce detailed calculations within 4% accuracy for $x \leq 0.1$.

These contributions are added to Eqs. A.17, A.18 and A.19.

Collisional ionisation cooling rate (Cen 1992)

Rates are given in [erg cm\textsuperscript{3} s\textsuperscript{-1}].

$$
\text{H\textsubscript{i}} : \dot{\zeta}_\text{H\textsubscript{i}}(T) = 1.27 \times 10^{-21} T^{-1/2} \left[ 1 + \left( \frac{T}{10^5} \right)^{1/2} \right]^{-1} e^{-157809.1/T}
$$

$$
\text{He\textsubscript{i}} : \dot{\zeta}_\text{He\textsubscript{i}}(T) = 9.38 \times 10^{-22} T^{-1/2} \left[ 1 + \left( \frac{T}{10^5} \right)^{1/2} \right]^{-1} e^{-285335.4/T}
$$

$$
\text{He\textsubscript{ii}} : \dot{\zeta}_\text{He\textsubscript{ii}}(T) = 4.95 \times 10^{-22} T^{-1/2} \left[ 1 + \left( \frac{T}{10^5} \right)^{1/2} \right]^{-1} e^{-631515.0/T}
$$
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Recombination cooling rate \cite{Cen1992}
Rates are given in \([\text{erg cm}^{-3}\text{s}^{-1}]\).

\[
\text{H}^{\text{II}} : \eta_{\text{H}^{\text{II}}} (T) = 8.70 \times 10^{-27} T^{1/2} \left( \frac{T}{10^5} \right)^{-0.2} \left[ 1 + \left( \frac{T}{10^6} \right)^{0.7} \right]^{-1}
\]

\[
\text{He}^{\text{II}} : \eta_{\text{He}^{\text{II}}} (T) = 1.55 \times 10^{-26} T^{0.3647}
\]

\[
\text{He}^{\text{III}} : \eta_{\text{He}^{\text{III}}} (T) = 3.48 \times 10^{-26} T^{1/2} \left( \frac{T}{10^3} \right)^{-0.2} \left[ 1 + \left( \frac{T}{10^6} \right)^{0.7} \right]^{-1}
\]

Collisional excitation cooling rate \cite{Cen1992}
Rates are given in \([\text{erg cm}^{-3}\text{s}^{-1}]\), except \(\psi_{\text{He}^{\text{i}}}\) is \([\text{erg cm}^{-6}\text{s}^{-1}]\) (due to the two electrons in neutral helium). The expressions are for excitations to all levels for \(\text{H}^{\text{i}}\), to the \(n = 2\) level for \(\text{He}^{\text{II}}\), and to the \(n = 2, 3, 4\) triplets (of the \(\text{He}^0 (2^3\text{S})\) state, which is assumed to be populated by \(\text{He}^{\text{II}}\) recombinations) for \(\text{He}^{\text{i}}\).

\[
\text{H}^{\text{i}} : \psi_{\text{H}^{\text{i}}} (T) = 7.5 \times 10^{-19} \left[ 1 + \left( \frac{T}{10^5} \right)^{1/2} \right]^{-1} e^{-118348.0/T}
\]

\[
\text{He}^{\text{i}} : \psi_{\text{He}^{\text{i}}} (T) = 9.10 \times 10^{-27} T^{-0.1687} \left[ 1 + \left( \frac{T}{10^5} \right)^{1/2} \right]^{-1} e^{-13179.0/T}
\]

\[
\text{He}^{\text{II}} : \psi_{\text{He}^{\text{II}}} (T) = 5.54 \times 10^{-17} T^{-0.397} \left[ 1 + \left( \frac{T}{10^5} \right)^{1/2} \right]^{-1} e^{-473638.0/T}
\]

Bremsstrahlung cooling \cite{Black1981}
Rate is given in \([\text{erg cm}^{-3}\text{s}^{-1}]\).

\[
\beta(T) = 1.42 \times 10^{-27} T^{1/2} \left[ n_{\text{H}^{\text{II}}} + n_{\text{He}^{\text{II}}} + 4 n_{\text{He}^{\text{III}}} \right] n_e
\]

Compton cooling/heating through CMB photons \cite{Haiman1996}
Rate is given in \([\text{erg cm}^{-3}\text{s}^{-1}]\).

\[
\varpi(T) = 1.017 \times 10^{-37} T_4^{4} \left[ T - T_4^{4} \right] n_e
\]

Coulomb heating of thermal electrons \cite{Dalgarno1999}
CRASH, pCRASH2 Not included.
xCRASH The photo heating term in Eq. A.21 is modified to account for the energy deposited as heat due to secondary ionisation. This is done by multiplying the photo heating terms in Eq. A.21 with a heating efficiency factor

\[ A(x_e, E) = 1 + \frac{\eta_0(E) - 1}{1 + C(E)x_e^\alpha(E)} \]

where for a H-He mixed gas the coefficients are

<table>
<thead>
<tr>
<th>E (eV)</th>
<th>( \eta_0 )</th>
<th>( \alpha )</th>
<th>( C )</th>
</tr>
</thead>
<tbody>
<tr>
<td>30</td>
<td>0.259</td>
<td>0.984</td>
<td>181</td>
</tr>
<tr>
<td>50</td>
<td>0.186</td>
<td>0.834</td>
<td>53.4</td>
</tr>
<tr>
<td>100</td>
<td>0.148</td>
<td>0.781</td>
<td>25.8</td>
</tr>
<tr>
<td>200</td>
<td>0.132</td>
<td>0.743</td>
<td>15.8</td>
</tr>
<tr>
<td>500</td>
<td>0.122</td>
<td>0.703</td>
<td>10.1</td>
</tr>
<tr>
<td>1000</td>
<td>0.117</td>
<td>0.678</td>
<td>7.95</td>
</tr>
</tbody>
</table>

The coefficients are linearly interpolated to obtain values for intermediate energies. For energies above 1000 eV the heating efficiency is assumed to lose its dependence on the energy, as was discussed above in the secondary ionisation rates section. The fits by [Dalgarno et al. 1999](#) reproduce detailed calculations of the heating efficiency within 15% accuracy for \( x \leq 0.1 \).
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